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Executive Summary

Many caution that online social networks contribute to undesirable social dynamics such as opinion
polarization, the spread of fake news, conspiracy theories, discrimination, and large-scale collective
outrage. Although these phenomena are well documented in the scientific literature, demonstrating
that online social networks have contributed to their emergence has proven elusive. Digital twins of
online social networks, TWONs, hold the promise of addressing this problem. These highly advanced
and realistic computer models enable the quantification of the extent to which online social networks,
as well as specific algorithm design choices, yield undesirable outcomes. Furthermore, they offer a
means to optimize the design of online social networks with respect to social, ethical, and epistemic
objectives. Accordingly, TWONs might be a powerful means to regulate the design of online social net-
works.

In the present document, the TWON consortium is describing the first prototype of their TWON. This
includes a description of our methodological approach, as well as the current version’s assumptions

and their technical implications.
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1 Introduction

The aim of the present document is to describe the TWON prototype, documenting the main modeling
decisions, the modeling work, and the technical implementation of the past months’ work of the TWON
consortium. In the following subsections, we summarize the purpose of TWONs and the basic quality

criteria.

1.1 Background

Experts, researchers, and political decision-makers caution that online social networks (OSNs) have
precipitated detrimental shifts in public discourse. OSNs have been blamed for disseminating misin-
formation, enabling foreign interference in elections, and radicalizing users, culminating in instances of
riots and violent protests. For instance, it has been argued that personalization algorithms governing
users’ information diets foster the emergence of so-called filter bubbles and echo chambers, wherein
users’ viewpoints are reinforced, exacerbating the polarization of political opinions (Pariser, 2011; Kei-
jzer and Mas, 2022). This apprehension is widespread, echoed by public figures such as Barack Obama,
who warned that many "retreat into our own bubbles[...] especially our social media feeds, surrounded
by people who look like us and share the same political outlook and never challenge our assumptions”
(Obama, 2017). Germany’s President, Frank-Walter Steinmeier, has gone so far as to attribute political
unrest and societal fragmentation to the proliferation of filter bubbles (Steinmeier, 2017).

However, tech companies find it easy to sidestep these allegations. When asked why he refused

to "at least admit that Facebook played a central role or a leading role in facilitating the recruitment,

*We would like to thank Achim Rettinger and Michael Heseltine for reviewing the internal draft of the paper. The report has
benefited considerably from the comments.
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planning, and execution of the attack on the Capitol”, Zuckerberg, the CEO of Facebook, pointed to "the
people who spread that content, including the President but others as well, with repeated rhetoric over
time saying that the election was rigged and encouraging people to organize. | think that those people
bear the primary responsibility as well.” (House of Representatives, 2021). In fact, it is hard to counter
Zuckerberg’s argumentation. Scientific reviews of research on the impact of filter bubbles have indeed
yielded inconclusive findings, with arguments and evidence supporting both sides of the debate (Zhu-
ravskaya et al., 2020; Bruns, 2019; Keijzer and Mas, 2022). Correspondingly, proposals for regulation of
OSNs remain contested as well (Persily and Tucker, 2020). The problem is very fundamental. In order
to demonstrate that online social networks or specific algorithms installed on them have deleterious
effects, one needs to compare our societies with a world without these communication systems or sys-
tems controlled by different algorithms. This counter-factual comparison, obviously, does not exist,
which makes it difficult to unequivocally confirm or refute any responsibility of online social networks.
Digital twins of online social networks (TWONs), however, promise to provide a solution to this funda-

mental problem.

1.2 TWONs - Digital Twins of online social networks

Digital twins are computer models of real complex systems that represent these systems with such pre-
cision that the model is deemed a "twin” of its real counterpart (c.f. Rasheed et al. 2020; Wright and
Davidson 2020; Barn 2022). Digital twins proof to be a powerful tool in various contexts. NASA, for in-
stance, employs digital twins of space vehicles since it is often impossible to directly investigate these
systems when they are in space. Additionally, also physical replicas of a space vehicle left on Earth are
often not informative since they are not exposed to the harsh environment of space. A comprehensive
computer model can simulate external forces, aiding in identifying malfunctions’ root causes. Likewise,
in supply chain management, digital twins are pivotal for optimizing operations. They replicate the en-
tire supply network, forecast potential disruptions, and enhance overall efficiency. In the automotive
sector, digital twins play a crucial role in crash testing, facilitating the creation of virtual vehicle replicas
for simulating and evaluating safety measures. This reduces reliance on physical prototypes.

To achieve the necessary realism of digital twins, these computer models are usually fed with de-
tailed empirical data. In fact, digital twins are constantly updated with real-time information about
external forces, the state of the system and its components. The result is a highly complicated formal
model that can be described as a black-box but that can be considered a reliable prediction-machine
capturing all relevant external and internal processes of the system it represents.

TWONSs are digital twins of online social networks. These models consist of two main ingredients.

Deliverable D-2.1 March 31, 2025 7
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First, there is a very detailed and realistic description of the network’s users, modeling all relevant user
behavior and user characteristics. These user models are either based on theories of human behavior
translated into computer code (Flache et al., 2017) or they use Al such as large-language models to
mimic the behavior of users (Betz, 2022). Second, the TWON has a "platform model” that represents
the structure users are interacting on. This platform model describes the affordances and restrictions
users experience as well as any algorithm influencing the content users are exposed to.

The degree to which a digital replica represents its original object varies depending on the target
system. Whereas digital twins in engineering might come close to digital copies of the physical object
(representing all properties which determine the behavior of the target object), digital twins of com-
plex socio-ecological systems (such as urban areas, agricultural systems, oceans, biodiversity or even
the whole Earth, c.f. (Bauer et al., 2021)) will contain certain simplifications due to lacking knowledge
about all relevant properties or lack of precise data for determination of their behavior. Still, a twin of a
complex social system represents the target system precisely enough to describe and predict dynamic
behavior of the properties of interest. Accordingly, a TWON is a virtual replication of a virtual system,
an online social network, with a degree of representation which allows monitoring and predicting com-

munication outcomes within the target OSN.

1.3 TWON'’s Potentials

TWONSs hold the potential to inform the discourse surrounding the adverse impacts of online social
networks through four avenues. Firstly, TWONs enable rigorous quantification of the repercussions
of platform design choices. By comparing TWON realizations with and without specific alterations to
the platform model, researchers can pinpoint the effects of these changes. For instance, if modifying
a personalization algorithm results in reduced opinion polarization in the TWON, it suggests that this
algorithm contributes to polarization. Thatis, with a TWON itis possible to generate the counter-factual
systems needed to demonstrate that the real has specific consequences.

Secondly, TWONSs serve as a valuable instrument for developers seeking to optimize OSNs accord-
ing to economic, social, and ethical principles. They enable experimentation with different design op-
tions while quantifying their respective outcomes. Crucially, these experiments can be conducted prior
to implementing decisions on the actual platform, mitigating the risk of unforeseen unintended con-
sequences. Tech companies optimize their platforms mainly on economic interests, usually trying to
keep users on their platform and to expose them to advertisement for as long as possible. TWONs make
it possible for the public to find out how to go beyond economic ideals and to rigorously optimize plat-

forms with social, societal, and ethical principles in mind.
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Third, TWONSs have the potential to transition the discourse surrounding OSNs from binary yes-no
arguments to a nuanced examination of the underlying processes at play on digital communication
platforms. The above cited discourse during the Senate hearing illustrates a common pattern. When
confronted with criticism, tech companies can dodge allegations and point to other potential causes of
undesired effects. IfaTWON, in contrast, indicates that a particular design aspect of an OSN yields unde-
sirable effects, it prompts tech companies to scrutinize the specific assumptions embedded within the
model that influence its predictions. While such critique is always feasible, it also compels companies
to furnish the data required for testing these model assumptions. This process fosters a constructive
dialogue focused on the mechanisms operating within social networks and the necessary research to
comprehend the origins of undesirable societal outcomes.

Fourthly, TWONSs serve as a tool for conducting rigorous risk assessments. According to Article 34 of
the EU’s Digital Services Act, ”Providers of very large online platforms and of very large online search
engines shall diligently identify, analyse and assess any systemic risks in the Union stemming from the
design or functioning of their service and its related systems, including algorithmic systems, or from
the use made of their services.” This risk assessment must encompass “any actual or foreseeable neg-
ative effects on civic discourse and electoral processes, and public security”. Given that TWONs are
grounded in realistic assumptions, their predictions regarding future consequences carry credibility.
Indeed, there is no other method that allows for such rigorous assessment of potential adverse effects
and their probabilities. Accordingly, TWONs have the potential to play a key role in the future regulation
of OSNs, also allowing regulators to anticipate the consequences of restrictions imposed on the design

of OSNs.

Deliverable D-2.1 March 31, 2025 9
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,—| Summary 1 .

A TWON, short for ”Twin of Online Social Network,” is a computer model that replicates the dy-

namics of a real online social network (OSN) to such an extent that it can be likened to a "twin”
of the actual communication platform. It embodies all pertinent characteristics of the network
and its users, drawing upon detailed empirical data to ensure realism.

TWONSs can be instrumental in various capacities:

Rigorously quantifying social and societal ramifications of platform design decisions.

Optimizing OSNs based on economic, social, ethical, and epistemic principles.

Transitioning the discourse surrounding the effects of OSNs from binary yes-no argu-

ments to a nuanced examination of the underlying processes at play.

Conducting rigorous risk assessments of OSNs and informing regulatory efforts aimed at

shaping the design of digital communication platforms.

1.4 Ethical Background

While we argue that TWONs have significant potential to facilitate the development of online social net-
works grounded in democratic and social ideals, it is also important to consider the potential negative
applications of this new technology. A model designed to identify platform designs that prevent unde-
sired outcomes can, in fact, be used to achieve the exact opposite. In other words, a functional TWON
can be misused to harm the very individuals and collectives it was designed to protect.

Inanother deliverable, the TWON consortium has provided a detailed ethical analysis of this dilemma

and outlines various governance modes for TWONs.

1.5 Quality criteria for TWONSs: realism and flexibility

There is a longstanding debate about the quality criteria of theories and, in particular, formal models
(Belfrage et al., 2024; Epstein, 2008). Having defined the purpose of TWONSs in the previous subsections,
we put forward two key quality criteria that guided the development of the TWON presented below:
realism and flexibility.

First, ATWON can only be used as a convincing tool to demonstrate the effects of OSNs and to opti-
mize and regulate OSNs if the TWON is considered sufficiently realistic (Belfrage et al., 2024). Otherwise,

its predictions can always be disregarded as being derived from a model that is not representing the
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OSN under consideration.

Nevertheless, a model cannot be a perfect replica of reality. It always needs to abstract from char-
acteristics of the system it is supposed to represent. That is, there need to be aspects of reality that are
not or only abstractly included in the TWON. The question is, thus, what aspects of reality need to be
represented in a TWON and what aspects can be neglected?

In a nutshell, we argue that a TWON needs to represent all aspects of an OSN that critically affect
relevant predictions of the model. All remaining aspects can be neglected. For instance, Keijzer and col-
leagues (2018) showed that the predictions of a classical model of social-influence dynamics depend
on the model’s interaction regime. Most existing models assume a so-called one-to-one interaction
regime, where in a time step one agent is exerting influence on one other agent. On many OSNs like
X, however, agents emit content to multiple followers at the same time. This one-to-many interaction
regime, it turns out, fosters polarization, because an agent emitting content to multiple network con-
tacts is "pulling” these agents towards him and away from joint friends that were not affected by the
content. This has a bigger potential to segregate the network that one-to-one interaction. Accordingly,
if a TWON is used to study polarization and if the studied OSN has a one-to-many interaction regime,
then the TWON needs to representing interaction according to this regime.

In Section 2, we reflect on a method to identify critical aspects of interaction on OSNs. In addition,
we report on own analyses demonstrating that heterogeneity in user activity and its dependence on
user perceived rewards needs to be included.

The second quality criterion that guided the TWON development was flexibility. That is, we seek to
develop a model that allows us to flexibly adjust model assumptions about the design of online social
networks or the behavior patterns of users. This aspect that matters for two reasons. First, we seek to
be able to derive statements about various OSNs, which requires that different designs decisions need
to be implemented in the TWON. Second, to demonstrate that a given characteristic of an OSN affects
dynamics on the platform, it’s TWON needs to be compared to a counter-factual that is identical to the
TWON with one exception: the aspect under investigation needs to differ. Accordingly, we sought to

develop a model that allows us to implement even unrealistic designs of OSNs.

2 How to develop a TWON?

2.1 Methodology

In Section 1.5, we defined the two central quality criteria that guided us in the development of the

TWON: realism and flexibility. Developing a realistic model - a model that encompasses all aspects of
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the real systems affecting the system dynamics under investigation—is a significant challenge. One is-
sue is the frequent lack of empirical information about whether a given aspect has meaningful effects.
Indeed, one of the primary reasons for developing TWONs is the absence of this empirical informa-
tion. Furthermore, it is often unclear whether an empirically observed aspect not only exists but also
meaningfully impacts system dynamics. For instance, while the activity of social bots on online social
networks is well documented, modeling work suggests that well-connected and highly active bots tend
to influence relatively few users (Keijzer and Mas, 2021). Therefore, the prominence of a specific char-
acteristic in an OSN does not necessarily imply that it needs to be included in the TWON of the OSN.

Identifying relevant aspects of a system using theoretical methods is also problematic, a well-known
issue in statistical modeling. Researchers aiming to find unbiased statistical models try to identify all
variables that explain variance. When adopting a top-down approach, they start with a model contain-
ing all available variables and then exclude insignificant variables step-by-step. In the context of devel-
oping a TWON, this suggests first developing a model that includes all potentially meaningful aspects
and then conducting analyses to test whether model predictions change when an aspect is excluded.
However, for the purpose of developing a TWON, this approach is hardly feasible, as a model containing
all potentially relevant aspects would be too complicated and difficult to analyze.

Alternatively, one can adopt a bottom-up approach. This involves starting with a very simple model
and systematically adding new aspects, testing at each step whether the addition changes model pre-
dictions. If an aspect does not make a difference, it is excluded. The main disadvantage of a bottom-up
approach in both statistical and theoretical modeling is that, during the process of building the final
model, one studies incomplete models, which can lead to misleading conclusions. In other words, an
aspect that turns out to have impact in a simple model may not have effects in the actual TWON and
vice versa.

Despite these challenges, we adopted a bottom-up approach, building on therich literature on mod-

elsin the social sciences and complexity research (Mas, 2021). We proceeded in five steps:

1. We formulate a conjecture about an aspect that may be relevant and, thus, is a candidate for

inclusion in the TWON.

2. Weintegrate this aspectinto an existing toy model from the literature. The literature on dynamics
in social complex systems provides numerous well-understood toy models (Flache et al., 2017,

Axelrod, 1997).

3. Wetest whether the model’s predictions change when the aspect is included, thereby testing the

conjecture within the context of the toy model.
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4. If the conjecture is supported, we identify the mechanism responsible for the observed effect.

This involves providing an explanation for why the aspect changes model predictions.

5. If the conjecture is supported and there is good reason to believe that the identified mechanism

is also active in the TWON, we include the aspect.

This approach is not without flaws. Using toy models provides merely a good reason to include
specific aspects in a TWON, as it may turn out that an aspect that changes predictions in a toy model
does not matter in the final TWON or vice versa. Therefore, it is important to identify the mechanism
responsible for the effect observed in the toy model and to consider whether this mechanism may also
be active in a more complex model (see Step 4). To illustrate our approach, we provide an example of

how we applied it in the following subsection.

2.2 Example: Does success-driven user activity matter?

Almost all models of social influence dynamics on social networks build on the assumption that indi-
viduals actors (users) are equally active (Horn et al., 2024). That is, all actors are assumed to commu-
nicate and update their opinions with the same probability. For instance, in Axelrod’s seminal model
of cultural dissemination, at every time point a randomly picked agent is selected for update and can
be influenced by a network neighbor (Axelrod, 1997). This homogeneity assumption is highly unreal-
istic for the context of online social networks, where a relatively small share of users are highly active
while most users contribute little (Riquelme and Gonzalez-Cantergiani, 2016). However, whether this
heterogeneity needs to be represented in the TWON depends on whether important model predictions
change when heterogeneity in user activity is included.

Using a toy model, we tested whether heterogeneous user activity affects model predictions about
the emergence of polarization. To this end, we included this heterogeneity in Axelrod’s classical toy
model and observed whether this extended model predicts more or less polarization compared to the
original version with homogeneous activity. To be more precise, we included what we call Success-
driven user activity, implementing that agents who have experienced successful interactions grow more
active. This follows from classical learning theory, specifically social reinforcement learning (see Sec-
tion 4.1). In a nutshell, it assumes that users receive social feedback from other users who consume
their content by receiving likes, retweets, up-votes, and other forms of social approval. Learning theory
demonstrates that behavior that receives positive feedback is reinforced and will likely be repeated (Wu
et al., 2009). Accordingly, we assume that agents who experienced online activity as a success events

will grow more active.
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In Axelrod’s model, all agents are described by a set of F' features representing different cultural
characteristics that are open to social influence. On each feature, agents can adopt one of @ nominal
traits. At the outset of the simulated dynamics, agents are assigned a random trait on each feature. In
every timestep, in Axelrod’s model an agent i and one of his contacts j are randomly picked for updat-
ing. Whether there is an updating or not, depends on the cultural overlap, which includes the principle
of homophily (Merton and Lazarsfeld, 1954; McPherson et al., 2001). To be more precise, it is assumed
that the probability of interaction between i and j equals the share of features where the two have
adopted the same trait. If they do interact, then ¢ will adopt one of j’s traits that i had not adopted
before.

The process of picking two agents, determining whether they interact, and the actical influence in
case of interaction is repeated until one of two possible equilibria is reached. Dynamics settle when all
agents have adopted the same traits in all features, a state that can be denoted consensus or monocul-
ture. Alternatively, a rest point is reached when the population has segregated into multiple internally
homogeneous but mutually distinct subgroups. Axelrod referred to this state as "polarization”. Our
question is whether this equilibrium is reached more likely when success-driven activity is assumed.

To enable the implementation of success-driven activity, two adjustments to the original Axelrod
model were necessary, as summarized in Table 1. First, we had to swap the selection of the sender and
the receiver of social influence (see Step 2 in Table 1). Second, we counted the number of times an
agent managed to exert influence on a network neighbor in the past (Step 5) and made the probability

P(a;; = 1) that an agent is selected for sending a message (Step 1) dependent on this count s; .

For selecting sender and receiver and thus implementing activity heterogeneity and success-driven
user activity, we used Equation 1. Due to this so-called "roulette wheel selection”, the probability for
being selected as a sender i of a certain trait Q to a network neighbor, is proportional to the relative
past success s; ; of the agent. The degree of how strong past success s; ; influences the probability of
being selected as a sender i can be varied and is named success motivation m. When m = 0, success
does not influence activity, which implements Axelrod’s model where all agents have a probability of
1/N to be selected for update. For m > 0, success-driven activity is implemented and thus influences

the probability for being selected as sender i.

m
Sit

Zj‘vﬂ 85"

Our findings are described in detail in a journal publication (Horn et al., 2024). In a nutshell, we

Plag;=1) = @

observed that success-driven use activity enhances polarization. In fact, even under conditions where
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Original Axelrod Model Success-driven Activity

(1) Select an agent i

Pick an agent i with probability 1/N. Pick an agent i with probability propor-

Agent i is the receiver of content tional to success s; ; as implemented in
Equation 1. Agent i is the sender of con-
tent

(2) Select neighbor

Select a random neighbor j as content Select arandom neighbor j as content re-
sender ceiver

(3) Homophily

With probability equal to similarity be- With probability equal to similarity be-
tween 7 and j execute Step (4), otherwise tween i and j execute Steps (4) and (5),
move to Step (1) otherwise move to Step (1)

(4) Social influence

Pick a feature on which i and j differ and Pick a feature on which 7 and j differ and
let i adopt j’s trait let j adopt i’s trait

(5) Update agent i’s success count s;

- Increase i’s count of successful influence
events s; ¢

Table 1: Axelrod’s original model and its version with success-driven activity.

Axelrod’s model virtually always predicts that agents will eventually hold the same traits on all features,
we observed that the population likely falls apart into multiple internally homogenous but mutually
distinct subgroups (polarization).

The polarizing effects of success-driven user activity are particularly insightful when random pertur-
bations are included. Following the approach of Klemm and colleagues, we introduced random pertur-
bations by varying the parameter r. At every time step, a randomly chosen trait on a randomly picked
feature is adopted by a randomly selected agent with a probability » (Klemm et al., 2003). Furthermore,
we applied extra perturbations whenever the system reached equilibrium. To maintain comparabil-
ity in the number of time steps, we advanced the time step count by a random value sampled from a

geometric distribution with parameter r.
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In Figure 1, the orange markers and corresponding line indicate that we successfully replicated the
core findings of Klemm et al. (2003), who worked with Axelrod’s original model. At very high perturba-
tion rates, the dynamics result in an unordered state with trait distributions resembling randomness.
However, at intermediate levels of perturbation, the system exhibits ongoing fusion and fission of cul-
tural clusters, leading to polarization. When success-driven activity is introduced, we observe a similar
pattern, but with much stronger polarization. As shown by the blue markers of Figure 1, the runs are

characterized by prolonged phases of more intense polarization than under homogeneous activity.
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Figure 1: Effect of different perturbation rates on polarization P, in equilibrium. P, is the variance of the
pairwise cultural dissimilarities between all N x N pairs of agents (Horn et al., 2024). We conducted
100 independent simulation runs per experimental treatment, always assuming a population size of
N = 100, number F of features = 5, number @) of traits = 20; and a degree of 8 for all agents. The
original Axelrod model (m = 0) is shown in orange. The success-driven activity (m = 1) is shown in
blue. Dots linked with lines show treatment averages.

Thus, Figure 1 shows that according to Axelrod’s toy model, polarization is stronger when activity
heterogeneity in terms of success-driven activity is included. Thisis an important reason to include this
aspect also in the TWON. However, we argue that a second reason is required: there must be a theoreti-
cal argument suggesting that the same effect should emerge in the TWON. To this end, the mechanism
generating the effect in the toy model needs to be identified and it must be plausible that this mecha-
nism is also active in the TWON.

The mechanism contributing to polarization in the toy model has two ingredients. First, success-
driven activity implies a rich-get-richer dynamic: individuals who achieve success are more frequently

activated, which enhances their probability of influencing others and further increasing their success.
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Theresultis a highly skewed distribution of success, where a few agents are highly successful and many
agents have experienced few successful interactions. Second, the highly successful and, as a conse-
quence, highly active agents tear apart the population into distinct subgroups, since they exert very
frequent influence on their neighborhoods. This local convergence of traits contributes to global di-
vergence and polarization. We failed to come up with an argument suggesting that one of the two in-
gredients is an artifact of the toy model and should be inactive in the TWON. Accordingly, we deem it

important to include success-driven activity in the TWON.

3 Overview over the TWON

3.1 Conceptual model

Before, we detail the TWON’s theoretical assumptions and their formal implementation, we describe
here the general structure of the formal model. Next (Section 3.2), we describe the nuts and bolts of the
formal implementation.

In a nutshell, the TWON consists of five key building blocks, as visualized in Figure 3.1. First, there
is what we denote the technical infrastructure and detail in Section 7. The technical infrastructure
includes both hardware and software. The software encompasses every task of coding, thatisincluding
all aspects of the other building blocks: all details of platform model, user model, their interaction,
and evaluating outcome measures. The hardware consists of essential computing resources such as
maintaining servers, computing power, but also simply the data storage.

The second building block is the platform model, which represents the core functionality and rules
governing the online social network represented by the TWON (see Section 5). This includes platform
affordances such as the presence of like and dislike buttons, the ability to comment or share, or char-
acter limits. Furthermore there are algorithms for content ranking, influencing the content each user
is exposed to. Additionally, hate speech detection can inform content moderation tools like banning,
shadowbanning, or human content moderation can be simulated by limiting the fraction of reviewed
content.

The third building block is the user model, which contains all assumptions about human behavior
on the platform and which we describe in Section 4. It includes all assumptions determining when and
how long users interact with the platform, which content they choose to consume and their decision
making process regarding engagement with the platform’s content. Furthermore, it accounts for user-
generated content, modeling both when and what users decide to write.

Fourth, the user-platform interaction examines the dynamic relationship between users and the
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user model interaction . platform model

technical infrastructure

Figure 2: Conceptual model of the TWON. Built on top of the technical infrastructure, there are three
elements: the user model encompassing psychological assumptions about human behavior, the plat-
form model capturing all platform affordances and third, the emerging interaction between the two.

online social network. This mainly involves how design choices influence user behavior, especially the
macro consequences of interaction between users. To be clear, this building block does not contain
any additional assumptions, rather it results from the interaction between users and the interaction
between users and the online social network.

Finally, the framework includes outcome measures, which evaluate the overall quality of discourse
within the simulated environment. These metrics include indicators of debate quality, levels of polar-
ization, toxicity, and the formation of filter bubbles. Outcome measures are described in detail in De-
liverables D5.1 and D5.2.

In a nutshell, the TWON outcome measures are based on two aspects of the model. First, we analyze
the structure of the emerging communication network. While, we can also manipulate the structure of
the network of who can in principle communicate with whom (see Section 5), agent decisions and algo-
rithms implemented on the platform model determine who is actually communicating with whom. The
structure of this network may be very cohesive or it may be characterized by clustering and segregation,
which is a key outcome variable (Moody and White, 2003).

Second, we analyze the content generated by the virtual users of the TWON using established meth-
ods (Mohammad et al., 2018; Van Hee et al., 2018; Basile et al., 2019; Zampieri et al., 2019; Rosenthal
etal., 2017). The TWON is a network of large language models (LLMs) generating, sharing, and respond-
ing to content. Accordingly, the outcome variables of our experiment will be based on the character-
istics of the content generated by the LLMs. We choose outcome measures that allow us to gauge the

debate quality arising in the TWON (see Deliverable D5.1). At the moment, we are measuring for every
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piece of content the following characteristics

Hatefulness,

- Offensiveness,

- irony

- Sentiment (negative, neutral, positive),

- Emotions (anger, anticipation, disgust, fear, joy, love, optimism, pessimism, sadness, surprise,

trust),

- Topics (arts and culture, business and entrepreneurs, celebrity and pop culture, diaries and daily
life, family, fashion and style, film tv and video, fitness and health, food and dining, gaming, learn-
ing and educational, music, news and social concern, other hobbies, relationships, science and

technology, sports, travel and adventure, youth and student life)

3.2 Computational model

Figure 3 provides an overview over how the dynamics emerging from user decisions and platform re-

sponses.
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We model time as a sequence of discrete time steps ¢, called rounds. The exact duration a round
represents is not clearly defined, but we interpret it as a period of no more than a few minutes. The re-
lationship between a round and actual time depends on parameters such as the size of agents’ resource
budgets or the resource reduction resulting from specific behaviors.

Before a round starts (see the violet boxes in Figure 3), the TWON decides which agents will be ac-
tivated to engage with the online social network. Agents that were inactive in the previous round ¢-1
may decide to log on, while agents who were active may choose to stop interacting with the platform.
In Figure 3, for instance, Agent 4 turns inactive at Round 2, while Agent 3 is activated before Round 2.

Next, all agents active in a round interact with the platform synchronously. While calculations for
different agents can be performed sequentially, the synchronous schedule ensures that agents active
in a given round base their behavior on the system’s state at the very beginning of that round. Only
when the round has ended are agents exposed to changes in the system resulting from other agents’
actions in the same round. This implies that agents cannot exchange messages during a round. For in-
stance, while agent i might send a message to agent j in one round, it will only appear in j’s feed in the
subsequent round. This is an approximation intended to save on computation of feeds. With this ap-
proximation, feeds only need to be calculated once per active agent per round instead of continuously.
The latter can be achieved though by setting the duration of a round to a short time.

The activities of an agent are calculated as follows: First, TWON updates central variables for the
active agent. For instance, it compiles a list of all messages that other agents have sent to the focal
agent in the past and sorts these messages according to a specified ranking algorithm. Next, the agent
makes a series of decisions. The agent may decide to create and share content, consume a share of the
messages received from others, and decide whether and how to react to each message. Each of these
actions is costly in terms of time and energy, so the agent’s remaining budget is updated after every
decision. In case an action consumes more time than is left in the current round, the agent remains
committed to this action as many rounds as required.

When all agents active during a given round have finished engaging with the platform, the round
ends, and the next round starts. Unlike many abstract models (see e.g. Section 2.2), the TWON does
not have a clearly defined rest point, a state of equilibrium where further rounds do not change the
state of the system. Accordingly, the described process is iterated for an initially defined number of

rounds.
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4 The user model

4.1 Theoretical foundation

Much of the behavior exhibited by TWON’s virtual users is not predefined by explicit assumptions; in-
stead, it is derived from empirical data. Specifically, the content communicated by these users is gen-
erated by a Large Language Model (LLM). An LLM is a sophisticated Al system trained on vast amounts
of human text. It learns to understand and produce language that closely mimics human communi-
cation. By analyzing patterns, structures, and contexts within the training data, the LLM can generate
coherent and contextually appropriate content, making the interactions with virtual users appear more
natural and human-like. The great advantage of this approach is that the communication generated by
the TWON is highly realistic - much more realistic than alternative approaches.

However, in the TWON there are also various forms of user behavior that have not been derived from
empirical data. Onereason is that for many decisions, data is not available. Forinstance, itis possible to
observethatauser hasresponded to the content shared by another user. We usually have no data about
users who have consumed the same piece of content but decided to not react. Accordingly, it is hardly
possible to infer behavior patterns from data. Another reason why using purely empirical approaches
can be problematic is that often the resulting model mimicking the behavior of humans is a black box,
which makes it very hard to manipulate user behavior for experiments.

In the remainder of this subsection, we describe the theoretical assumptions underlying all user
model assumptions that have not been adopted from empirical data.

In the social sciences, there is a longstanding debate about theories that describe, explain, and
predict human behavior. While this scholarly discussion is marked by disagreement, most contributors
concur on two fundamental components of behavioral theories: preferences and constraints.

First, it is generally assumed that human decision-makers have preferences—that is, their behavior
is shaped by their motives and desires. Humans can rank the outcomes of their actions based on how
desirable they find them. While theories differ significantly regarding the stability of preferences and the
extent to which behavior aligns with them, preferences always play a role in shaping behavior according
to the literature.

Thereis also debate about which preferences are relevant. The narrow version of the rational-choice
approach, for instance, assumes that decision-makers are egoistic and consider only economic out-
comes (Opp, 1999). Broader versions, however, adopt a less restrictive view (Fehr and Schmidt, 1999).
In the context of online social networks, Lindenberg’s Social Production Function Theory provides use-

fulinsights (Ormel et al., 1999; Lindenberg, 1986). This theory posits that human well-being arises from
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achieving two instrumental goals: physical well-being and social well-being—both of which are rele-
vant in the context of TWONSs.

Physical well-being is affected by online behavior when users can obtain financial rewards. For ex-
ample, YouTube allows content creators to monetize their accounts once they generate sufficient en-
gagement. Theirincome depends on how frequently users interact with their content—specifically, the
more views a YouTube video receives alongside an advertisement, the higher the creator’s earnings.
Social well-being, on the other hand, is enhanced when individuals receive validation from others. As
social beings, humans derive satisfaction from knowing that their actions are appreciated. Positive
feedback, such as likes, comments, or other forms of engagement, contributes to this sense of social
well-being.

Accordingly, we assume that users seek to engage in behavior that elicits feedback—whether pos-
itive or negative—from others. The more feedback an individual receives, the more rewarding the be-
havior is perceived to be.

The second key component of behavioral theories is constraints. Behavior is always associated with
costs, asengagingin online activities—such as logging in, creating content, reading posts, and respond-
ing—requires time and effort. We therefore assume that users have limited resources in terms of time
and energy, which constrain their online activity.

While there is little debate about the importance of preferences and constraints, theories differ sig-
nificantly in their assumptions about decision rules—the mechanisms by which individuals translate
their preferences and constraints into actual behavior.

We implemented a decision rule that implements what is typically referred to as Bounded Ratio-
nality (Simon, 1990). While classical rational-choice approaches assume that decisions are perfectly
consistent with preferences and restrictions, a bounded rationality includes that there may be devia-

tions from rationality. We included four aspects of bounded rationality in our model:

1. We assume that agents are backwards looking rather than forward looking (Heckathorn, 1996).
While perfectly rational agents anticipate the future consequences of their actions and determine
the utility they generate, we assume that agents consider how rewarding different behavioral

options were in the past and tend to choose options that were experienced as most rewarding.

2. Our agents are myopic, in that they do not predict future consequences. A rational actor, for in-
stance, would form predictions about how other users will respond to one’s own behavior and
how these responses affect his own outcomes. Rather, our agents tend to choose a behavior that

promises a high reward given their past experiences.
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Figure 4: The logistic function as an implementation of the myopic best-response model

3. Weinclude random deviations from otherwise preferred options (Mas and Helbing, 2020; M&ds and

Nax, 2016).

4. We allow agents to switch between different modes of behavior. When login in, for instance, we
include the assumption of decreasing marginal reward. However, once they have spend con-
siderable time on t platform, we include that agents may experience it hard to stop consuming

content, a form of addictive behavior.

The decision rule used by the TWON’s agents is the so-called "myopic best response rule”. In the
most common case where an agent decides between two options, this decision rule translates the dif-
ference between the expected rewards from the two options into a probability that one of the options
is selected. Figure 4 illustrates how this is implemented with the logistic function. When the expected
reward of a behavior such as sharing content exceeds the expected reward of not sharing the content,

the user most likely will choose to share the content.
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,—| Summary 3 <

Central assumptions of user behavior

1. Preferences: We assume that user behavior is reward driven and that user experience
feedback from other users as rewarding. For instance, users who have received many

likes after posting content, experience this as rewarding and tend to repeat the behavior.

2. constraints: Users have a limited cbudget of time and energy. Whenever they are active,

this budget decreases.

3. Decision rule: User apply the myopic best-response rule.

4.2 Resource budget

Implementing constraints, we assume that every agent is described by two personal budgets. First, an
agent’s general resource budget b7, (0 < b7, < 1) captures the energy and time available to agent
i at a given point in time ¢. This resource budget decreases whenever an agent engages in an activity
by an amount dependent on the given activity. However, this budget also regrows at every round by
an amount s (s < 1). Itis also possible to define for every agent i a personal maximal value of bY""™**
(6" > b ,), to implement that agents differ in the resources available for online activity. Second,
there is also a maximal round-resource budget determining how much energy and time an agent can
spend during a single round b7, (b7, < bit). When this budget is used up, an agent cannot engage in

further activities in a given round independent of how much general budget is still available.

4.3 User activation

Each user can be in one of two states, online or offline. At each time step, an offline agent can login into
the platform, and an online agent can logoff.
In our TWON, we assume that each binary decision follows the Myopic Best Response Model (see

Section 4.1), where users compare the rewards of their two possible choices based on past experiences.

4.3.1 The decision to log on

In the following we will use the Myopic Best Response Model to find the probability of a user to log in

during a certain period of time, for example At = 1 h. However, in the TWON we use a more granular

Deliverable D-2.1 March 31, 2025 25



tvon

twin of online social networks

Symbol | Interpretation Default Value | Equation
by, General resource budget available to agent i at time point ¢ - 10
by | Maximal amount of resources agent 7 can possess 1 10
s Strength of resource regrow per time point 0.01 -
i index of the user sending a message -
J index of the user receiving a message -
m; motivation of agent i to be active -
€; Engagment of user i -
S; Success of user ¢ -
sP Success of post k -

Table 2: List of symbols concerning agents’ resource budgets

time discretization, namely the length of a round §t < At, and therefore we need to rescale the lo-
gon probability accordingly. For doing so we will assume that logging on is a memoryless Poissonian
process:

ot

Pgtzl—e_PAt% :PAtE (2)

Where we assume that the probability of going online in a fixed interval of time At follows a logistic
function:

P (ON) =L (AEUQN7 Bon, O) s (3)

where AEUgy = EU (ON) — EU (not ON) is the net reward, or expected utility, of logging on, and 3
controls the response sensitivity to the net reward. In the first iteration of the TWON we assume Son =
1.5, as estimated in Mas and Nax (2016), furthermore, we assume that there is no offset Xoy = O,
meaning that if logging on has the same expected reward of not logging on, the probability of logging
on in the interval of time At of reference is %

The reward function is a linear combination of four rewards/cost functions:

- Cost for spending time online, scaling with the expected amount of time a user will spend online

E[T], u,(E(T))
- Reward from personal value, usually entertainment, during E[T’] time online, u,(E (V) |E (T))

- Reward from social feedback during E[T"] time online, us(E (F) |E (T));
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- Reward from checking the social media after a notification (FOMO), uromo (¢, ?):

EUon (IE (T)) = wtﬁ()Nut(]E (T)) + we70Nu,U(IE (V) |E (T)) + Wy onUy (IE (F) |IE (T)) + uromo (t, E) , (4)

where E (t) is the amount of time a user is expecting to spend online, E (V) |E (T') the amount of per-
sonal value the user is expecting to gain given the amount of time it’s expecting to spend online, and
E (F) |E (T') the amount of social feedback a user is expecting to gain given the amount of time it’s
expecting to spend online. For a detailed description, and explanation of these three quantities, see

4.3.2.

4.3.2 Managing expectations

To model these expectations realistically, while maintaining computational tractability, we imposed

several key assumptions:

1. Weighted average of past experiences: We assume a weighted average with an exponential
discount to evaluate the amount of time spent online, the past personal entertainment, and the

past social feedback, this effect is sometimes referred to as "shadow of the past” ?

2. Time Expectation Bias: For users, their expected online time will be affected by an optimism bias
(Weinstein, 1980), where they will tend to disregard past experiences and they will decide wether
to log in according to a smaller expected amount of time they will spend online. For tractability,
in this first iteration of TWON, we will assume that the expected amount of time under optimism
bias is the amount of time needed to consume one piece of content, 7¢, as it will be described

below, sec. 2?

Let us start from the expected amount of time a user will spend online: E (¢). Here there are two ex-
treme scenarios under which a user could behave. On the one end it could behave rationally, and in its
expectation of how much time it will spend online it will simply average across past experiences weigh-
ing them according to the shadow of the past principle, or it could behave in a maximally optimistic
fashion, by assuming it will go online to take a short break, and consume a single piece of content, so
for a time 7. We capture this behavior with a parameter a. When oo = 0 the user behaves in a rational

fashion, and when oo = 1 in an optimistic one:

tft(j))

e,
Zj e_»y(t_t(ﬁ)

E()=arc+(1—-a)
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Once the user has an estimation of how much time it will spend online, it can use it to evaluate how
much reward it will get from personal value, and from social feedback, for an expected amount of time

E (T) spent online:

(k)
S Wt t®) X ©)

Zk w (t,t<k’)) ﬁ.

The sum over k represents the sum over all of the user previous experiences online; X (%) is either the

E(X)[E(T) =E(T)

amount of personal value or of feedback received during session k; (%) is the amount of time the user
spent online during the session k; t(¥) is the time when session k began; and W (¢, t(*)) is the weight of
thatexperience, exponentially decreasing for past experiences, here we assume: W (t, t(k‘)) =e ! (tftm) ,
with v = 1; the fraction % represent the personal value/feedback density: the same amount of X ex-
perienced in session k will have a higher weight if session k was short. The denominator is simply a
normalization factor. The expected personal value, or feedback, is therefore interpretable as the ex-
pected amount of time spent online multiplied by the expected intensity of reward.
For future readability we define:

e = W (1),

= TATR (7)

this allows us to express Eq. 8 as the more readable:

S, XMW

E(X)[E(T) =E(t) SAC

(8)

[7?? another possible mechanism to predict success/entertaiment is linear extrapolation. If yester-
day | had twice as much fun as the day before, today | will have even more fun. This consideration might

be relevant for monetization in particular, since it’s a much more "rational” source of reward.]

4.3.3 Time cost function

As described in 4.1 each user is characterized by a time-dependent budget b; , which gets updated ac-
cording to the user’s activity. The time utility function is a function of these two parameters, a function
such that spending a small amount of time online leads to an arbitrary small cost (u;(0) = 0), and that

it goes to infinity when the expected time spent online approaches the current time budget of an user:

1 1 .
141 R (t) < by
E(t)—bs,¢ bi¢ )

e (B (t), byg) = { 700 e .

—00 otherwise
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4.3.4 Social feedback reward function

To characterize the social feedback reward function we assume a diminished return on the support,
or backlash that the user is expecting to receive from other users. The social feedback is denoted by
the letter £, and is composed of several contributions F};. In a multi-topic discussion, for example, a
user can belong to a filter bubble where topic A is often discussed and positively evaluated, and re-
shared, while topic B is frowned upon, disliked or hated. The user will receive positive feedback about
its activity involving topic A leading to a positive F4, and negative feedback about its activity involving
topic B, with negative value of F'g.

One could separate the feedback from other users into two categories immediate and delayed feed-
back. The former is feedback about content generated, or content shared that has been received in
the same session where such a piece of content was generated, and the latter is feedback received dur-
ing future sessions, or between sessions. While it’s trivial to attribute the immediate feedback to the
session when both the content and the feedback was generated, the decision of when to attribute the
delayed feedback is more arbitrary, and more dependent on the psychology of the user. For tractability
in this TWON prototype we will assume that each feedback is altering the amount of success the user
experienced in the session where that piece of content was generated.

Given a certain expected social feedback E (F'), we assume a diminished return functional form for
its expected utility, with the possibility of a different scaling for negative feedback if people are more

loss averse:

us(E(F)) = log(1+E(F)) ifE(F)>0 10)

—Aplog(1-E(F)) ifE(F)<0
In the first TWON prototype we will assume, for tractability, A\ = 1. Avalue Ap > 1 represents a
heightened sensitivity to negative social feedback and potential reputational costs.

This approach comes with a main simplification: there is a single topic of discussion, or equiva-
lently that the positive feedback resulting from supporting topic A and the negative feedback about
supporting topic B are averaged together. Another possible approach is to classify each post in topic,
and evaluate the success of each topicindependently. In this extended framework instead of u ¢ (E (F'))

one should consider u(E (F;):

up (B (Fy)) = Y wpug(E(F)), (12)
1
where wy ; represents the importance of topic [ for user ¢, and E (F;) the feedback that user i expecting
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to receive about topicl.
For tractability, for this TWON prototype, we will merge all the social feedback into a single contri-

bution F.

Personal personal value reward function

To characterize the personal value, which will mainly driven by the entertainment of a user, we need to
approximate the dopaminergic response of the users. Since a precise description of the dopaminergic
system of each agent would go beyond the scope of the TWON prototype, we will make a series of as-
sumption, trying to capture some of the main aspects of the dynamic. Following the steps of the social

feedback we will assume that the expected engagement of a user will follow a diminished return:

w(E(V)) = log(1+E(V)) ifE(V)>0 12)

Ay log(1—-E(V)) ifE(V) <0,
where, now a negative E (V') represents user expecting to have a net negative amount of personal value
based on past experiences. A negative E (V) is a consequence of being exposed to content the user
dislikes, or that it is disturbed by.
The important distinction about personal value and social feedback is the fact that the former is a
direct consequence of the timing and pattern of the content consumption, while the second is a direct

consequence of how others reacted to our content.

4.3.5 Other factors

In this first TWON prototype we included what we believe are the more relevant contributors to personal

motivation. We are well aware that user’s are driven by several other factors, among which:

1. Opportunity cost of other activities. Partially covered by the time cost, but different users can
have different opportunity costs, it the opportunity cost could be dependent on the time of the

day/week, and on the available offer of offline activities.

2. Monetization. Some platforms offer monetary incentive for users who generate popular content,

this increases the motivation to go online to generate a certain type of “palatable” content.

Other mechanisms, such as the lack of a critical mass of active users, could be incorporated in
a more nuanced personal value function. Cognitive load, attention cost, current mental state, could

shape both the probability of going online, the amount of time spent online, and the content diet con-
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sumed while online. But carefully quantifying, and validating them, goes beyond the scope of this

TWON prototype.

4.3.6 pop-up notifications

Online social networks have an opt-out setting that informs you when one of your posts has been liked,
or shared, or commented, or when you received a personal message (a mechanism we decided not to
include in this TWON prototype). The main effect of these communications is to stimulate the dopamin-
ergic system of users increasing the expected utility from an immediate login. This mechanism can be
included in several ways, we chose to implement it in terms of FOMO, (Fear Of Missing Out), creating a
negative utility associated to the decision of not logging in after receiving a notification. For tractabil-
ity purposes, we will assume that this negative utility will decrease exponentially with time, and that a

second pop-up notifications while online only resets it at its maximum value:

urowmo (¢, 1) = wromoe 0w (7). (13)

where £ is the time of the last notification. In the following, for tractability we will assume that each
user have the same value of yromo, and that the FOMO-utility has the same weight for each user, while
in reality there is a high variability on how strong the response of pop-up notification is across users.
Furthermore, its strength is prone to the saturation effects, where the value of weomp decreases in case
of excessive notifications.

[7?7 possible intervention: different weight of notification accordingly to the difference between
users. if L likes a R comment R gets/not get a notification]

Including this last contribution into Eq. 22 we obtain:

AEUon =w; [w(E (T)) — u(0)]
+ we [up(E (E),E(T)) —ug(E(E),0)]
+wy [up(E(F),E(T)) —up(E(F),0)]

+ Uromo (t;%) .

4.4 User platform actions, and deactivation (owner: Fabio)

Once a user logs into the platform, the user is considered Active. At this point each user might engage in

a sequence of actions that can be broadly categorized into two categories, according on their visibility:
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private and public actions.

Private actions are actions where the user can hide behind a certain degree of anonymity. A classical
example is reporting, completely anonymous, blocking, visible only by the user who has been blocked,
and, most relevant for our TWON liking and disliking. While liking and disliking are technically a public
action in the majority of the online social network, their visibility is much lower than other possible
reactions such as forwarding or commenting. Therefore, users are generally not held accountable, nor
rewarded for which pieces of content they like or dislike. The decision of taking a private action solely
depends on the user mind state, its time availability, the interest in a certain topic, and on its opinion.
While, the decision of taking a public action also depends on the social feedback the user is expecting
to receive from such action.

While the user is active, it will loop between a list of possible actions available in the platform. If it
decides not to engage in any of the available actions it will log off. The actions it can decide to do can
be classified in three groups: Content Creation (sec. ??) and Content Reaction (sec. ??), In principle,
a third category is also possible, but it’s not included in the TWON prototype: being idle.

In the following we will include an exhaustive list of mechanisms, while all of them might play arole
for the metrics discussed in sec. 6, not all of them are implemented in our prototype.

Once a user will log on, it will repeat the following until it logs off.

1. Proactive Content Creation decide whether to generate a novel piece of content (public)

2. Content Reaction decide wether to read the next post suggested by the recommending algo-

rithm. Conditional to the user reading the piece of content, it will:

decide if liking/disliking it (private)

decide if commenting it (public)

decide if forwarding it (public)

decide if reporting the user (private)

decide if blocking the user (private)

3. Staying idle the user will decide wether to wait online without doing anything. Relevant for fu-
ture developements where the psychological mecanism of "waiting to see what they will answer”
will be implemented, currently, without the perspect of the future rewards implemented, the de-

cision of a user will always be not to stay idle.

Each of these decision will be take according to the same logic of the myopic best response model
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used for the log-in 4.3.1, where the reward of doing an action is compared against the reward of not

doing an action.

4.4.1 New content generation (DONE)

The decision of generating a piece of content proactively, namely not as a response to another piece of
content is generally influenced by several factors, the feeling of urgency of communicating a concept,
the time available, the interest in a topic, the expected success the post will have, and the expected
monetary compensation for generating such piece of content. In this first TWON prototype we will focus
on two of the main mechanisms: expected feedback/validation and time constraints.

The expected reward generated by the social feedback on a single piece of content, is a similar log-
arithmic diminished return asin Eq. 10 of the weighted average of the past feedback received on posts,
comments, and forwarding of content on a similar topics, or in case of the single topic approximation,

posts, comments and forwardings in general:

D> WOF

E() S, WO

: (15)

where 7, sums over all the previous relevant posts, comments, and forwards, and W is the weight
described in Eq. 7.

The net feedback reward for writing a piece of content k can be written as:

Aug 5 (k) = uy [F +E(F (k)] — ug [F] (16)

,Where uy is defined in Eq. 2?

The positive expected reward from feedback is balanced by the negative expected cost of spending
time to generate a piece of content. For tractability we will assume that each piece of content was
generated in the same amount of time 7¢, the cost for generating a piece of content, therefore can be

calculated according to Eq. 9:

Aut (TG) = Ut (TG7 bi,t) — Ut (07 bi,t)

bi,t (bz‘,t - TG)

(17)

Another contribution to the negative expected cost is the opportunity cost, the same time the user

will spend writing a post, or creating a picture could have been spent consuming content experiencing
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personal value. For this TWON prototype we will assume that such costs are already included in Eq. 17.

The total reward from writing a post can be written as:

EUg = wgﬁfAuf (IE (F)) + wgthut (Tg) . (18)

The probability of writing a post is therefore given by:

Ps = £ (EUg, . 0) . (19)

4.4.2 Content consumption (OWNER: FABIO)

When a human encounters a new piece of content, either a post, or a comment on a post, their choice
to engage with it is heavily influenced by their cognitive state and accumulated fatigue. The brain ex-
periences mental fatigue from processing information, making users progressively less likely to engage
with complex or lengthy content as their session continues. This fatigue effect interacts closely with
time constraints - users constantly, evaluate how much free time they have available and weights it
against their accumulated time already spent consuming content, similar to a mental budget that de-
pletes throughout their session. The initial decision to engage often happens within seconds, based
on rapid assessment of content characteristics. Users quickly scan titles, thumbnails, or opening lines
to gauge relevance to their interests, while simultaneously making snap judgments about the required
time commitment based on content length indicators (video duration, article length, etc.) and format
(text requires more active engagement than video, for instance). The content source plays a crucial role
- users often have "automatic yes” sources, like favorite creators, where they’llimmediately engage re-
gardless of other factors. Two powerful psychological forces often override these rational assessments:
FOMO (Fear of Missing Out), which creates anxiety about potentially missing important or trending con-
tent, and "scroll momentum,” where users fall into a pattern of continuous scrolling that makes them
less likely to break the rhythm to engage deeply with any particular piece of content. This scroll mo-
mentum acts like a behavioral inertia that must be overcome for interrupting the unquestioned stream
of content consumption.

We model the decision of consuming another piece of content using the same myopic best response
framework. Where the main contribution to the reward are the time needed to consume a piece of
content and the expected personal engagement resulting from consuming it. Further psychological
mechanisms that can be included as mentioned before are FOMO, as additional negative reward for

not consuming that content, scroll momentum as a increased probability of keep consuming a piece
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of content dependent on how much content has been consumed consecutively, mental load can be
modeled in a similar way to time budget.

The reward from personal value stemming from a user consuming a piece of content k, without
considering the abovementioned FOMO mechanisms can be modeled using the same equation used

for the login decision, Eq. 22. Therefore the net reward can be written as:

Aucy, (k) =uy [V+E(V (k)] — uy [V] (20)

If a user is fully driven by FOMO that can be captured by introducing a linear contribution to the

expected reward:

Auc,y (k, Cromo) = CromoAuc,y (k) + (1 — Cromo) E (V (k) (21)

For tractability, in this TWON prototype we will only include scroll-momentum, setting ¢ = 1.

Aprecise description of this phenomena would require a precise description of the dopaminergic re-
sponse of each user, and therefore to track the complex, time dependent dopamine level, and how that
respond to engagement, novelty and expectations. This complete description goes beyond the scope of
TWON. We decided to capture many of the features stemming from scroll momentum by assuming that
users can have an extra reward that can increase with the number of content watched consecutively.

The expected net reward, or utility, for consuming a single piece of content k, can be written as the

weighted sum of three net rewards:

EUc (k) = we.v Aucy (k) + we.r ((NR +1)f - Ng) +we A (¢) (22)

where the w¢ ((NR + 1)5 - ng) capture the reinforcement mechanism. Values of ¢ € (0, 1]
leads to a diminished increase of the infinite scrolling effect, leading in most of the case to a spontaneous
halting of content consumption. £ > 1 leads to a supralinear reward from infinite scrolling leading to
users to keep consuming content until a user depleted their budget almost completely [See figure].
uc,v represent the amount of personal value that a user is expecting from consuming a single piece of

content. This can be calculated in an analogous way as Eq. 8:

_ Zl WZVI
Wi

where V] is the value generated by the piece of content &.

E (k) , (23)
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4.4.3 Interest and agreement

To quantify the reaction of a user to a piece of content, we need to introduce two main metrics: how
interested is the user in the topic, and how much the user likes, or dislikes what has been written in
such a topic. Both of these factors can be estimated using properly prompted LLMs, asked to estimate
in a scale from 0 to 1 how interested an agent who spoke about certain topics in the past is in the topic
of a post, and on a scale ranging from -1 to 1 how much that user likes the specific topic.

Summarizing we have:

I(k, past) = frra1(k) (24)

L (k, past) = froa, (k) (25)

In case of a simpler formal model where the opinion on a topic is a real number between 0 and 1, a
user would like the topic of post &k according to the distance between post k£ and its own opinion, and

(HerelassumethatTisrescaled between 0 and 1, and I between -1 and 1) For future developement,
we are considering training a ML to automatize the liking/disliking assessment, and tuning the cosine

similarity to quantify the closeness in covered topics to measure interest.

4.4.4 Personalvalue update

Once a user decides to consume a piece of content, its internal counter of the number of consecutive
content consumed will increase by one, after this, it will evaluate the actual engagement generated by
that piece of content, and it will update its total engagement. For tractability, we decided to quantify
the amount of personal value generated by a single piece of content according to how interested the
user is in the topic carried by such a piece of content, and by how much the user liked the such a piece

of content:

0Ey = I (k, past) L (k, past) , (26)

where I (k, past), and LL (k, past) are defined in Eq. 24 and Eq. 25 respectively.
But, while the amount of personal value grows linearly with the amount of content consumed, the

reward, or utility that the user experience follows the same diminished return discussed in Eq. ??

Deliverable D-2.1 March 31, 2025 36



tvon

twin of online social networks

4.4.5 Liking/disliking a post or a comment

The decision of liking, or disliking, a post solely depends on the metric I defined in Eq. 25. Using a
simple logistic function without offset wouldn’t work, because in average would lead to a user either

liking, or disliking every post. Including a "liking threshold” 6 could address this problem:

PL (k) =L (]L (k7 paSt) 7ﬁL7 9) ’ (27)

and

PD (k) =L (L (ka paSt) ) ﬂDv 79) ) (28)

For this TWON prototype we assume # = 0.5, and 8, = Bs = 1. (?values to be checked) Since the time
needed for liking or disliking a post is usually negligible, we neglect that contribution for the decision.

Furthermore, for the same reason liking, or disliking, a post doesn’t interrupt the

4.4.6 Forwarding/sharing a post or a comment

For tractability we will assume that a user will forward, or retweet, a post only if it likes the content of
the post, and it’s highly engaged in the topic of the post. As mentioned above forwarding a post is a
public action, therefore is not only subject to the personal preferences of the user in terms of interest
and liking, but also on the expected social feedback the user might receive from sharing that piece of
content. The net amount of personal reward from sharing a piece of content can be considered propor-
tional to the amount of entertainment that consuming such content generated ug p = wgd Ey. sharing

a piece of content requires very little time, so the net time cost for such an action is usually very small:

—78 —7s

— 29
us ¢ b (29)

Ty Y
it (Ts —bie) b7,

And, finally the reward for social feedback can be written using the same diminished return ex-
plained in Eq. 10, where E (F') is the expected feedback the user is expecting to receive based on the
past feedback it received in previous similar posts, forwards, and comments on the same topic, or in
general when one doesn’t distinguish between topics.

The decision of sharing something will therefore be taken according to the myopic best response
model:

Pg = L (wyus,s + wrus,rp + wgus, g, Bs, 0s) , (30)

as discussed above, where 85 = 1.5,and s = 0. (?? Numbers to be double checked).
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An important psychological mechanism that has not been included in this framework is the feeling
of urgency. If a user is presented with a piece of content that triggers the feeling of urgency it can be
shared before analyzing its veracity, leading to the spread of misinformation. And that can lead to dire
consequences such as the famous ”Indian Whatsapp lynching”, where people were identified as robbers
and beaten to death as a consequence of misinformation content spreading on Whatsapp chats Van der

Linden (2023).

4.4.7 Commenting a post or acomment

The decision of commenting on a post is very similar to the one of sharing the post, with two main
differences. First, the time needed to write a post or a comment is much larger than the time needed
to share such post 74 ~ 7« > 7g. Second, the personal value for writing a comment depends on how
interest a person is on a topic, and, since a comment could be done both to support an argument or to

attack it, increase both for low and for high values of L.

E, =1x1L? (31)

For the sake of tractability, we will consider this personal value at the same level of personal entertain-

ment, and therefore, the reward stemming from this factor is obtained via 12.

4.4.8 Waiting

The last action available to the user is to wait and do nothing for a time 7. While this might seem
counterintuitive in the frame of maximizing the the entertainment from social media such as youtube,
orinstagram, it is much more common in social media such as WattsApp or Telegram, where the utility

from waiting is to anticipate as much as possible the utility from consuming a piece of content.

4.5 Content creation with LLMs

When an active agent decided to generate content, either by starting a novel conversation, or by re-
sponding to earlier contributions by other agents, text is generated by a Large Language Model (LLM).
That is, we prompt an LLM with information about the user and, if applicable, the content the agent is
responding to.

LLMs not only flooded the consumer market (Teubner et al., 2023) but also academia with text as a
research subject (Tiunova and Mufioz, 2023). The abilities of these systems range from classifying and

extracting information from unstructured inputs (Xu et al., 2023) to unrestricted text generation adapted
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to different styles (Bhandarkar et al., 2024). Contemporary research in the social sciences aims to utilize
the capabilities to generate content tailored to individual user behavior. Acommon and predominant
approachisto provide an abstract textual description of a political ideology (Argyle et al., 2023). It relies
on the model’s ability to generalize from abstract ideology description to the appropriate response for
generative tasks like social media post generation. The deployment of LLMs as substitutes for humans
appears particularly convenient for online social networks (OSNs), as researchers can design an envi-
ronment that is task-specific and centered around text (Argyle et al., 2023). Thus, measuring polariza-
tion tendencies on a large scale with a reproducible approach seems possible. In the current landscape,
where OSN providers restrict access to data and obstruct researchers from conducting data-driven ex-

periments based on real data (Bruns, 2021), the synthetic approach may pose a promising solution.

LLMs as synthetic characters The use of LLMs as human simulacra (representation) began with the
application as non-player characters (NPCs) in a Sims-style! game world to simulate the interpersonal
communication and day to day lives (Park et al., 2023). The results showed an authentic but super-
ficially believable human behavior. The current research interest revolves around improving those
agents in a technical sense, by refining prompt schemes and model-internal feedback loops (Wang
et al., 2024). However, the application of LLMs as synthetic characters has expanded beyond gaming
environments into various fields of social science research (Argyle et al., 2023). Researchers are increas-
ingly exploring the potential of these models to simulate human participants in studies, particularly
in contexts where obtaining real-world data is challenging or ethically complex. Those disciplines al-
ready started to use these models as a replacement in social studies arguing that conditioning through
prompting causes the systems to accurately emulate response distributions from a variety of human

subgroups Argyle et al. (2023).

Aligning Agents with Human Behavior

Data-driven Modeling UVA provided two datasets that include German Twitter data on political dis-
courses. One dataset consists of Tweets (posts) from delegates of the national parliament concerning
political decisions predominantly about the energy transition and the rise of right-wing ideology. The
second dataset contains reactions (replies) of regular Twitter users towards these decisions or opinions.
Given these two types of data (posts and replies), we derive two tasks and datasets that are learnable

for a language model.

IThe Sims is a series of life simulation video games developed by Maxis and published by Electronic Arts
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Composing apost The model is optimized to generate a Tweet based on a given list of topics (words
or short statements) and an ideology. The knowledge of the model is bound by the delegate Tweets
seen during training. Thus, it is restricted to producing politician-like statements and does not repre-

sent the variety of Twitter users.

Commenting on a post The model is optimized to reply given a Tweet (full text) and an ideology.
The knowledge of the model is bound by the replies seen during training that predominantly include
accusations *(Sie wissen nicht was zielfiihrend ist., Sie haben schon mal so einen Mist geschrieben., Das
ist eine dreiste Llige.)* and insults (*Ihre Platte hat einen Sprung!, Dummbheit totet!, Du bist und bleibst

ein dummschwaétzender Traumer!)*.

Limitations Our methodological approach reveals important limitations regarding both data selec-
tion and the system’s capacity to generate discourses containing well-structured standpoints and ar-
guments. While our models demonstrate the capabilities, their performance characteristics primarily
reflect the behavioral patterns of the most active users within our dataset, thus mirroring the distinctive
communication dynamics observed in the selected Twitter community. This sampling bias raises fun-
damental questions about the generalizability of our findings across different social media contexts and
user populations. The observed patterns prompt several critical considerations regarding discourse
quality metrics. To what extent can computational models capture the nuanced variations in argumen-
tation styles across different user communities? The heterogeneous nature of social networks suggests
that discourse patterns may vary significantly across different communities, each with its own linguistic
norms, interaction styles, and argumentation preferences. This heterogeneity presents both method-
ological and theoretical challenges. From a methodological perspective, we must consider whether our
current modeling approaches are sufficiently sophisticated to capture these variations, or if we need to
develop more specialized, community-specific models. Theoretically, we must grapple with the tension
between developing generalizable frameworks for understanding online discourse and acknowledging
the unique characteristics of distinct social media communities. This raises a broader question about
the nature of social media discourse: Are social networks inherently so heterogeneous that meaningful
modeling requires a community-by-community approach, rather than attempting to develop universal

models of online argumentation?
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remaining budget of user i

e at time ¢ within a single round i 5 resource replenish per round

ki post & made by user i - Sk; success of post k

S; success of user ¢ - Bon slope of the activation function

t time of the last notification - E(T) Expected time spent online
E (F) Expected feedback - E (V) Expected value gained online

gained if online

weight of time cost weight of social feedback

Won,¢ for going online 1 ton. 1 for going online
WON v weight of p.)ersonz':\l value 1 t time of last notification
’ for going online
time for generating 1om time for generating
G a piece of content © a piece of content
time for reacting .
TR to a piece of content 10s y time constant for memory kernel
a irrationality factor 0 t® time of login for the |-th past login
T time spent online i b0 amount of accumulated X
! on the [-th past login in the |-th past login
w® weight of the |-th past login Eq. 7 AR loss aversion for social feedback
weight of the value of the I-th .
wy, topic for going online 01,0 v loss aversion for personal value
weight of FOMO net reward
WON,FOMO & 1 AEUon

for going online for going online

Symbol Name Value || Symbol Name Value
1 active user - j targeted user -
bi + budget of useri at time ¢ - b;‘jfx max budget of user i 4h

b St~ 0.014

15

Eq. 14

Table 3: List of symbols and values for logon. If the value is -, the symbolis a variable, and not a constant
5 The platform model

The platform model comprises all aspects of the TWON that represent design decisions of platform
developers. This includes platform affordances such as the presence of like and dislike buttons, the
ability to comment or share, or character limits. Furthermore there are algorithms for content ranking,
influencing the content each user is exposed to. Additionally, hate speech detection can inform content
moderation tools like banning, shadowbanning, or human content moderation can be simulated by
limiting the fraction of reviewed content.

In the social sciences, aspects of the platform model would be referred to as ”institutions”, "the

rules of the game in a society or, more formally, the humanly devised constraints that shape human
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Symbol Name Value || Symbol Name Value
. weight of feedback
EUg reward for generating content | Eq. 18 wa, f for generating content 1
weight of time . .
wWa for generating content 1 Ba slope of generation function 1.5
WC.R weight of rel.nforcement 1 Ng consecutive content consumed —
’ for consuming content
£ reinforcement slope coefficient 0.1 — — —

Table 4: List of symbols and values for online actions. If the value is -, the symbols is a variable, and not
a constant
interaction” (North, 1990). That is, the central decision makers of the TWON are the simulated users.

However, platform design has an impact on:

- What activities are possible (e.g. Is there a dislike-button or not?)
- What activities are more or less attractive or costly for a user?

- How likely are users interacting with a specific piece of content?

5.1 Ranking of incoming content

So far, the development of the TWON platform model has focused on the implementation of competing
ranking algorithms, as these design aspects are key in the public and scholarly debate about online
social networks (Keijzer and Mas, 2022).

The implemented ranking follows a simple logic. When a user agent i is active in a given round ¢,
the content that has reached this user is sorted according to a score s.. That is, every piece of content
c that the user has received (and not consumed before) is assigned a score. The piece of content with
the highest score is ranked highest, and so on.

The score s, of a piece of content ¢ is computed as detailed in Equation 32. In essence, we assume
that every piece of content c can be described by a set of observables that platforms can use to inform
their ranking algorithms. These observables include attributes of the content (e.g., the topic, the num-
ber oftimesit has been shared by other users), attributes of the source of ¢ (e.g., the number of followers

of the source), and attributes of the receiver (e.g., the frequency of past engagement with content sim-
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ilar to c). The degree to which a given observable is considered by a platform’s algorithms is described
by weps (€ [—1, 1]), a weight assigned to each observable obs. The term f,55(c, 7) describes the degree
to which the observable is related to the specific piece of content c and user i. For example, if user i has
liked content referring to an issue k many times in the past, and if content ¢ refers to this topic &, then

this adds to the score.

Se = f(t) Z Wobs * fobs (07 Z) (32)

obs

We included the following observable, so far:

- Adummy observable that always adopt a weight of 1 (this enables pure chronological ordering)
- number of likes ¢ has received so far

- number of dislikes ¢ has received so far

- number of comments ¢ has received so far

- number of likes comments on ¢ have received so far

- number of dislikes comments on ¢ have received so far

- attributes of the sender of ¢ (success of the sender, similarity of the sender and 1)

attributes of the commenter on ¢ (if a famous person commented on ¢, it is ranked higher)

To compare alternative ranking algorithms, it is not necessary to implement them. Rather, differ-
ent sets of weights w,,s can be assigned to implement the effect of alternative algorithms on users’
actual rankings. To generate a chronological ranking, which will often serve as a baseline for instance,
all weights are set to zero except the dummy observable.

Some observables are a counter of interactions, others are continuous measures. For those mea-
sures that are based on counting user actions, the impact f; of a post-related observable i is given as
the sum of each instance of the observable, discounted by a factor relating to the time that passed since

that instance.

f(t) = exp(—At) (33)
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6 Outcome measures

The TWON metrics for online debate quality are presented in Table 5. As elaborated in Deliverables D5.1
and D5.2, the different indicators are non-compensatory: a surplus in one indicator does not automat-
ically make up for a lack in another. Therefore, no single debate quality score will be proposed. Rather,
different research projects using this metric can emphasize different aspects/indicators of online de-
bate quality in line with their specific goals. Table 5 presents the metrics in a general form. Specific
research projects might be interested in different levels of debate quality. As explained in Deliverable
D5.2 these metrics can be amended for use at the individual level (what is the quality of debate ob-
served perindividual social media platform user), thread level (what is the quality of a particular thread
of comments, debate/topic level (what is the quality of all comments connected to a specific debate, for
example, the war in Ukraine) or platform level (what is the quality of debate on the platform as a whole,
for example to compare this quality to alternative platforms or platform mechanics). The choice of clas-

sification model is based on the evaluation presented in Deliverable D5.2 and explained in Deliverable

D5.2.
Table 5: TWON Core Debate Quality Metrics.
Indicator Operationalization
Exposure to political content Share of comments classified as political with Llama3.1:70b

present in the thread to which the participant is exposed

Engagement with political content  Number of political comments liked or shared per participant
as classified political with Llama3.1:70b

Contributing political content Number of comments posted per participant which are subse-
quently classified as political with Llama3.1:70b

Diversity of exposure Theideological balance between left, neutral and right-leaning
political comments to which a participant is exposed as clas-
sified with Llama3.1:70b, if a post is classified as belonging to
the minority ideology in a thread it adds a score of 2 to diver-
sity, in the case of a tie it adds 1, otherwise, it adds zero to the
cumulative diversity indicator per thread

Quality of exposure The share of comments to which a participant is exposed
which are classified with Llama3.1:70b as substantiating, or ex-
panding on, any claims made within the comment

In addition to the core metrics in Table 5, we also include a set of metrics relevant to debate qual-
ity listed in table 6. Like the core metrics, these metrics are evaluated in chapter 2? and explained in

chapter ?2.
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Table 6: TWON Supporting Debate Quality Metrics.

Indicator Operationalization

Incivility Share of comments classified as uncivil with Llama3.1:70b to
which a participant is exposed

Interactivity Share of comments classified as interactive with Llama3.1:70b
to which a participant is exposed

Novelty Share of comments classified as having a new topic com-
pared to previous topics to which a participant is exposed with
cardiffnlp/tweet-topic-21-multi

We do not consider these metrics the final answer to measuring debate quality on online social
media platforms but a good first step. We are already exploring how to improve them. In Deliverable
D5.2, we present findings of ongoing research that show potential to improve the conceptualization

and operationalization of the diversity metric.

7 Technical infrastructure

7.1 System overview

The TWON pipeline forms the backbone of this system, facilitating seamless interaction between var-
ious components, including the database, the back-end, the front-end, and a machine learning mod-
ule. This architecture ensures efficient data management, real-time processing, and dynamic decision-
making capabilities. Figure 7.1 provides a schematic overview of the technical implementation of the
TWON.

At the core of the system lies a MongoDB database, which serves as a secure and scalable storage
solution. The database holds critical information such as user interactions, content rankings, and syn-
thetic data generated by agents. Given its flexible document-based structure, MongoDB allows efficient
querying and retrieval of large datasets, making it ideal for managing dynamic and evolving user data.

The backend is built using Typescript, ensuring type safety and robust code structure. It acts as a
bridge between the front-end and the database, handling API requests, processing business logic, and
managing real-time interactions between users and system components. The backend also integrates
the machine learning module, which plays a crucial role in agent generation and content ranking.

On the client side, the front-end, also developed in Typescript, provides an interactive and user-

friendly interface. It communicates with the backend via well-defined APIs, displaying real-time data,
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TWON - Architecture

TWON pipeline

Database  Back-end Development Front-end Development ML Part

Figure 5: Overview over the System Architecture: Integration of Database, Backend, Frontend, and Ma-
chine Learning Module
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visualizing system analytics, and enabling users to interact seamlessly with the platform. Typescript
improves maintainability and scalability, making the front-end more reliable and efficient.

Additionally, the machine learning module incorporates agent-trained models based on Llama-3.2-
3B-Instruct (Llama, 2025). These models are publicly available on the Hugging Face Hub, ensuring
seamless integration with the Transformers and PEFT Python libraries. Both models undergo training
using the Supervised Fine-Tuning (SFT) approach, which tailors a language model to specific tasks by
leveraging labeled data.

The models are optimized for two primary tasks: posting and replying, using content from original
users as labeled data. The SFT paradigm refines the model by minimizing token-level errors between
the original and generated content, making it an effective technique for enhancing task-specific perfor-

mance. The training process results in two specialized models:

1. Post Model: Designed to generate user messages (such as tweets) based on a provided list of
topics (keywords or short phrases) and an ideological stance. The model’s knowledge is limited
to the delegate messages encountered during training, restricting it to producing politician-like

statements rather than reflecting the broader diversity of users.

2. Reply Model: Optimized to generate replies to messages by considering both the full text of a
given messages of another user agent and an ideological perspective. The model’s responses are

shaped by the replies seen during training, which predominantly include accusatory remarks.

This structured training approach ensures that the models align with the behavioral patterns ob-
served in the original dataset, allowing them to generate contextually relevant content within the de-
fined ideological constraints.

Overall, this architecture ensures that all system components work together cohesively, with Mon-
goDB providing reliable data storage, and Typescript-based back-end and front-end enabling smooth
interactions. This integrated approach allows for a highly scalable, efficient and intelligent system ca-

pable of handling complex user interactions and content ranking in real-time.

7.2 Simulation services

The system comprises three core services that work together to simulate user interactions and content
ranking. Network Generation Service, Agent Scheduler, and Ranking Service. These services collec-
tively manage the lifecycle of agents (users), the structure of user networks, and the ranking of content
before any user action is performed. The generated data are stored in the MongoDB database (see Fig-

ure7.2).
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Figure 6: Integrated Workflow of Network Generation, Ranking Scheduler, and Agent Scheduler Services
with Secure Data Storage

7.2.1 Network generators

The Network Generation Service is responsible for creating and maintaining the underlying user net-
work and, thus, determines who may interact with whom. Whether two agents connected by a network
link actually do interact (e.g. communicate messages) depends on their own decisions and decision of
the platform (e.g. ranking of messages).

Atthe moment, we have implemented the most standard network generators, including the Erd6s-Rényi
and Barabasi-Albert algorithms (Erdos et al., 1960; Barabasi and Albert, 1999). The Erd6s-Rényi model
generates random connections between users, while the Barabasi-Albert model forms scale-free net-
works, where a few highly connected nodes (hubs) emerge over time. These network structures play a
crucial role in determining how information flows between users and how interactions are influenced

within the system.

7.2.2 Ranking

When an agent is activated, the TWON determines what content the agent is exposed to and the or-
dering/ranking of this content. Computationally, this is implemented in the Ranking Service (see also
Section 5). This service ensures that content is ranked based on specific criteria, such as relevance,
popularity, or engagement levels. Before each action an agent takes, the system dynamically updates

rankings, allowing the simulation to reflect real-world content visibility mechanisms.
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7.2.3 Agents Scheduler

The Agent Scheduler governs the activities of virtual agents within the system. That is, it manages the
user model (see Section 4) of the TWON, including behavioral aspects such as login probability, mo-
tivation levels, and time budget, which determine when and how agents engage with the platform.
Once logged in, agents can perform various actions, including posting content, commenting on existing
posts, liking, or disliking posts. Each action is influenced by predefined behavioral parameters, ensur-

ing a realistic simulation of user interactions over time.

7.3 Infrastructure and Deployment

TWON is built using Typescript and is designed for large-scale social media simulations powered by
LLM-driven agents. The platform is deployed as a scalable application, enabling researchers and de-
velopers to analyze agent behaviors, interaction patterns, and emergent dynamics in a controlled en-
vironment. It ensures efficient agent lifecycle management, monitoring agent activities, resource con-
sumption, and interaction states.

For seamless deployment, TWON leverages Podman, a container management tool that provides
lightweight, rootless, and secure execution environments, ensuring greater flexibility and isolation (Pod-
man, 2025). This setup allows TWON to be easily deployed, scaled, and managed across different en-
vironments while maintaining security best practices. Additionally, TWON features real-time analytics,
tracking key metrics such as agent activity duration, and post frequencies. Built on Node.js (v16 or
higher) with TypeScript 4.x, TWON provides a scalable and adaptable architecture for studying com-

plex social media interactions ( see the implementations on Github).

7.3.1 Medium scale simulations

We conducted our initial set of experiments using this simulation framework to analyze various aspects
of agent behavior and system dynamics. Simulation was conducted with 5 agents on the topic of elec-
tionsin Germany. LLM-agents were fitted to the Germany’s Twitter data on politicians and we simulated
the effect of Musk” on Twitter. These preliminary experiments allowed us to observe how agents in-
teract within the simulated environment, providing insights into their lifecycle, time allocation, and
motivational factors influencing their actions. By running controlled simulations, we captured key be-
havioral trends and emerging patterns, offering a comprehensive overview of how agents engage with
content, react to different stimuli, and participate in social media interactions over time.

To further illustrate these findings, we present a series of graphs that visualize critical aspects of the
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simulation. These include an analysis of agent lifecycles, showing the duration and transitions between
active and inactive states (see Figure 7.3.1), as well as a breakdown of agents’ time budgets (see Figure
7.3.1), highlighting how they allocate their available time for different tasks. Additionally, we examine
motivation score (see Figure 7.3.1), capturing the factors influencing agent decision-making, alongside
adetailed timeline of agent actions such as posting, commenting, liking, and disliking (see Figure 7.3.1).
Furthermore, we present ranking frequency metrics (see Figure 7.3.1), which demonstrate how often
content ranking updates occur before agent actions, and user interaction frequency graphs, providing
insights into the engagement dynamics within the simulation (see Figure 7.3.1). These visualizations
help to better understand the underlying patterns governing agent behavior and the broader system
mechanics.

Agents’ Lifecycle Trend
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Figure 7: Agents’ Lifecycle: Duration of Activity and Inactivity Phases. An example with five agents
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Figure 8: Agents’ Time Budget: How the time budget is increasing/decreasing. An example with five
agents.

Agents' Motivation Analysis
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Figure 9: Agents’ Motivation: How the motivationisincreasing/decreasing. An example with five agents.
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Agents' Actions Over Time
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Figure 10: Agents’ Actions: actions (post, comment, like, dislike) by five agents over time. An example
with five agents.
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Figure 11: Content Ranking Frequency: This figure illustrates how often the content is ranked.
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Figure 12: ”User History Collection Before Action: This figure illustrates the frequency at which user
history was generated.”
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