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Executive Summary

This report proposes a set of metrics to determine the deliberative quality of discussions on social me-

dia in general and TWON in particular. Chapter 2 lists the key indicators of:

– Exposure to political content

– Engagement with political content

– Contributing political content

– Diversity of exposure

– Quality of exposure

. Chapter 3 explains how and why this set of indicators differs from the typical list of deliberative indi-

cators and proposes to view deliberation from a summative rather than an additive perspective. The

traditional additive perspective simply argues that to achieve societal deliberation, people need to de-

liberate. The best way to strengthen deliberative democracy would thus be to organize good delibera-

tion, which is then “added” (-> additive) to the societal debate. Often, organizing such deliberation is

challenging at a large scale, especially on socialmedia platforms. In contrast, the summative approach

does not require any one venue of good deliberation to achieve deliberative democracy at a societal

scale but rather aims to realise it only at the collective, i.e. summative level. In this view, social media

do not need to aim at perfect deliberationwithin one platform; rather, the goal is to contribute to delib-

eration at a societal scale via the platform. We propose that social media can contribute especially by

offering an avenue for users (citizens, journalists andpoliticians alike) to be exposed topolitical debate,

but also to engage and participate in that debate. In addition, social media can connect otherwise un-

connected users and expose them to ideas they might otherwise have missed. Ideally, these ideas are

substantiated with arguments and evidence. Chapter 4 evaluates a large set of automatic classifiers to

determine the degree to which social media comments meet several deliberative criteria, specifically

whether comments are rational, interactive, diverse and civil. Results show how more modern tech-

niques like fine-tuned transformers and generative large language models have improved our ability

to reproduce manual codings automatically, but also that results vary considerably between models.

Chapter 5 integrates the aims of Chapter 3 with the results of Chapter 4 and translates them to the case

of TWON to arrive at the metrics proposed in Chapter 2. It adds tests of the performance of different

classifiers to determine whether a comment is political or not. Chapter 6 takes a look into the future,

beyond what is currently feasible for TWON, to explore whether new techniques can help determine
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the deliberative quality of online social media debates to themore fine-grained level of specific claims

and shows some promising first results.
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Definition of Metrics

Sjoerd Stolwijk*

March 25, 2025

1 Introduction

To conduct research into the effect of platformmechanics on public discourse, we need a clear concep-

tualization of what actually is considered a good public discourse. According to the description of the

action (p. 5):

“The second key aim of TWON is to propose metrics to evaluate and optimize the design

of online social networks based on epistemic, social, and democratic ideals. This will al-

low governments to define unequivocal benchmarks that providers of online communi-

cation technology must meet to prevent deleterious effects on societies. Plus, it will pro-

vide these companies a rigorous tool to optimize their platforms on dimensions that go

beyond economic interests and put central the functioning of public debate, societal co-

hesion, and democratic decision making. OSNs have been criticized, for instance, for con-

tributing to the spreading of falsehoods and allowing foreign powers to influence public

debate by disseminating it. Professional and user-based fact-checking has been suggested

as a solution, but it is extremely costly, too slow, and hardly achievable for an individual

user (Keijzer & Mäs, 2022). But a well-functioning democratic discourse depends on much

more than just the absence of falsehoods. Previous work has used manual content anal-

ysis to quantitatively measure if user comments conform to Habermasian ideals of delib-

erative democratic discourse (Trilling et al., 2016; Ziegele et al., 2018), such as bringing in

additional knowledge, not using uncivilized language, and staying on-topic. Other work

*This report draws strongly on collaborative research projects. We would like to acknowledge the co-authors of these pa-
pers: Mark Boukes, Wang Ngai Yeung, Yufang Liao, Simon Münker, Anne C. Kroon, Damian Trilling, Corinna Oschatz and Michael
Heseltine. We would like to thank Simon Münker and Fabio Sartori for reviewing the internal draft. The report has benefited
considerably from their comments.
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has grouped variables to measure discussion quality into the dimensions rationality, rele-

vance, reciprocity, and politeness & respect, each consisting of multiple specific indicators

(Berg, 2016). Some attempts have been made to automate these metrics, such as using

word vector similarities to determine on-topic-ness of a user comment (Park et al., 2016).

Yet, a consistent methodology to quantitatively measure debate quality on OSNs at scale

does not exist yet.” (Project: 101095095 — TWON — HORIZON-CL2-2022-DEMOCRACY-01

ANNEX 1: DESCRIPTION OF THE ACTION, p5)

This report presents the metrics (Chapter 2) we advocate for our project to automatically measure

the contribution to deliberative democratic discourse by online social communication. In line with Ob-

jective 2.1, and Verifiable Success Indicators VSI-2.1 and VSI-2.2, wewill present the theoretical founda-

tion of these metrics (Chapter 3) as well as their empirical validation (Chapter 4) compared to a large

inventory of 50+ other metrics relative to a manually coded gold standard. In Chapter 5 we construct

the final metrics as presented in Chapter 2 and explain our choices. Finally, we add some first explo-

rations into even better potential futuremetrics (Chapter 6) which can be further tested and developed

within the remaining TWON-project duration or thereafter.

2 Metrics of debate quality

For TWON we propose the metrics for online debate quality presented in Table 1. As will be explained

in Chapter 3, the different indicators are non-compensatory: a surplus in one indicator does not au-

tomatically make up for a lack in another. Therefore, no single debate quality score will be proposed.

Rather, different research projects using this metric can emphasize different aspects/indicators of on-

line debate quality in line with their specific goals. Table 1 presents themetrics in a general form. Spe-

cific research projects might be interested in different levels of debate quality. As will be explained in

Chapter 5, these metrics can be amended for use at the individual level (what is the quality of debate

observed per individual social media platform user), thread level (what is the quality of a particular

thread of comments, debate/topic level (what is the quality of all comments connected to a specific

debate, for example the war in Ukraine) or platform level (what is the quality of debate on the platform

as a whole, for example to compare this quality to alternative platforms or platform mechanics). The

choice of the classification model is based on the evaluation presented in Chapter4 and explained in

Chapter 5.

In addition to the core metrics in Table 1, we also include a set of additional important metrics rel-

evant to debate quality listed in Table 2. Like the coremetrics, thesemetrics are evaluated in Chapter 4

Deliverable D-5.2 March 31, 2025 13



Table 1: TWON Core Debate Quality Metrics.

Indicator Operationalization

Exposure to political content Share of comments classified as political with Llama3.1:70b
present in the thread to which the participant is exposed

Engagementwith political content Number of political comments liked or shared per participant
as classified political with Llama3.1:70b

Contributing political content Number of comments posted per participant which are subse-
quently classified as political with Llama3.1:70b

Diversity of exposure The ideologicalbalancebetween left, neutral and right-leaning
political comments to which a participant is exposed as clas-
sified with Llama3.1:70b, if a post is classified as belonging to
the minority ideology in a thread it adds a score of 2 to diver-
sity, in the case of a tie it adds 1, otherwise, it adds zero to the
cumulative diversity indicator per thread

Quality of exposure The share of comments to which a participant is exposed
whichareclassifiedwithLlama3.1:70bas substantiating, or ex-
panding on, any claims made within the comment

and explained in Chapter 5.

Table 2: TWON Supporting Debate Quality Metrics.

Indicator Operationalization

Incivility Share of comments classified as uncivil with Llama3.1:70b to
which a participant is exposed

Interactivity Share of comments classified as interactivewith Llama3.1:70b
to which a participant is exposed

Novelty Share of comments classified as having a new topic com-
pared to previous topics towhich a participant is exposedwith
cardiffnlp/tweet-topic-21-multi

We do not consider thesemetrics the final answer tomeasuring debate quality for online socialme-

dia platforms but as a good first step. We are continously exploring how to improve them. In Chapter6,

we will present findings of ongoing research which shows potential to further improve the conceptual-

ization and operationalization of the diversity metric.
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3 Theory: What is online debate quality?

Wepropose a set ofmeasures in linewithmodern interpretations of the role of socialmedia for deliber-

ative democratic theory. Four TWON project members (Sjoerd Stolwijk, Corinna Oschatz, Michael Hes-

eltine, and Damian Trilling) together wrote a conference paper that addresses this question titled “Re-

fining deliberative standards for online political communication: Introducing a summative approach to

designing deliberative recommender systems”, which is published in Proceedings of NORMalize 2023:

The First Workshop on the Normative Design and Evaluation of Recommender Systems, co-located

with the ACMConference onRecommender Systems (RecSys ’23), September 18-22nd, 2023, Singapore

(https://ceur-ws.org/Vol-3639/paper5.pdf). The following section is a near-copy of this paper.

3.1 Introduction

The development of online debate indicators is a flourishing field (Goddard and Gillespie, 2023). How-

ever, existingmetrics are not always properly grounded in democratic theory – and this is less straight-

forward than it may seem. To begin with, anyone who wishes to develop systems that facilitate online

discussions along normative democratic lines has to choose which out of various alternative concep-

tions of democracy they want to rely on (Helberger, 2019; Vrijenhoek et al., 2021). For example, based

on so-called liberal theories of democracy onemayargue that topics that are prominent on thepolitical

agenda should also be prominent in a discussion, while based on so-called critical theories, one would

expectmarginal topics to be discussed instead; so-called participativemodels would draw attention to

topics citizens “should know”, and so-called deliberative models would focus more on the diversity of

the discussion (Helberger, 2019). In this paper, we focus on deliberative models of democracy. Delib-

erative democracy is often considered the most demanding in terms of the required quality of (online)

political discussion, and thereby provides a nice ideal point to strive for (cf. Strömbäck, 2005). Its em-

phasis on discussion also fits well with the nature of online communication platforms.

Although there are many variants of deliberative theory, the work of Habermas (1962, 1984, 1996)

is considered a cornerstone in this literature (cf. Caluwaerts et al., 2023; Goddard and Gillespie, 2023).

Deliberative democracy is about more than making decisions based on aggregating the preferences

of citizens, or even than preferences based on accurate information, but rather holds that (collective)

preferences should be formed through inclusive, reasoned debate (Freelon, 2010; Strömbäck, 2005). In

this view, online communication needs to provide relevant and accurate information, but also connect

citizens andmotivate them to share and debate their views in a deliberative way.

Scholars seeking tomeasure deliberation online have proposed and listed various indicators. They
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measure concepts like equality, diversity, rationality, interactivity, civility and reference to the common

good (Vrijenhoek et al., 2021; Goddard andGillespie, 2023; Nelimarkka et al., 2019; Oswald, 2022). How-

ever, less attention has been paid to whether and how these indicators can best be put to use to realize

deliberative democratic ideals on a societal scale. In political science, scholars have struggled with

similar issues when studying the deliberative values of citizen participation initiatives. Although they

are using non-computationalmethods, their insights can be of use to the computational community as

well. Similar to computational scholars, deliberative political scientists started out evaluating whether

and to what degree the elements of deliberative democratic debate could be found in the exchanges

between citizens. After three decades of sustained,wide academic attention for this topic, they are now

moving away from what is called an “additive” approach to deliberation and question whether delib-

erative quality is best treated as a single, unitary, concept consisting of all of its elements to an equal

degree regardless of context (Bächtiger and Parkinson, 2019; Thompson, 2008). The additive approach

holds that “Deliberation [...] is produced by specific methods or institutions which then add it—inject

it, if you will—into the systemmore broadly” (Bächtiger and Parkinson, 2019, p.7). That is, they sought

to construct an ideal forum to foster deliberation in all its facets and use this as a way to produce delib-

erative democracy at a societal scale. One example is forming a Citizen Assembly in which a stratified

sample of the population is invited to deliberate on a policy proposal over several days and then share

their arguments and propose their decision to the public at large and a legislative body in particular

(e.g., see Már and Gastil, 2021). Deliberation in this view is often seen in a more-is-better fashion, so

more diversity in a news feed is better for deliberative democracy than less diversity, more interactiv-

ity is better than less and so on (Thompson, 2008). Although intuitive, the additive approach has been

criticized for failing to grasp the complexity of human behavior and for being ill-equipped to relate the

outcomes of individual (online) interactions back to the over-arcing goals of deliberative democracy

on a societal scale (Mutz, 2008; Bächtiger and Parkinson, 2019). Notably, even Habermas himself has

recently questioned the approach of using his indicators as a yardstick for societal debate, stating that

“I do not see deliberative politics as a farfetched ideal against which sordid reality must be measured”

(Habermas, 2022, p. 149).

In the next section, we outline the critique political scientists have leveled against the additive ap-

proach. Subsequently, we sketch different views on how (micro) online deliberations fit within the

larger deliberative democratic ideal. Finally, we propose an alternative conception of debate quality

for online platforms, based on the recently proposed systematic, summative approach to deliberative

democracy (Mansbridge et al., 2012; Bächtiger and Parkinson, 2019). The summative approach does

not seek to optimize deliberation at any single venue but rather maximizes its value at the aggregate,
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societal scale. This alternative treats online platforms as complementary rather than substitutive to

traditional media. It seeks to realize deliberative goals at a societal scale (i.e. summative) and social

media can act as a contributing factor rather than requiring full deliberation to occur at themicro-level

of the platform first and then adding (i.e. additive) the outcome into society to produce deliberative

democracy.

3.2 More is better, or is it?

Up until recently, either implicitly or explicitly, proponents of computationally measuring deliberative

quality often appear to advocate an additive, more-is-better approach. Some describe how a specific

debate aspect, like diversity, is helpful for deliberative democracy and then propose how to measure

it, others list indicators a good debate needs in order to be deliberative (Goddard and Gillespie, 2023;

Oswald, 2022; Vrijenhoek et al., 2021; Helberger, 2019). Like early deliberative political scientists, com-

putational scholars then evaluatewhether a particular debate fulfills these criteria and towhich degree

(Beauchamp, 2020, e.g.,[). Based on this approach one could either aggregate indicator scores into

a total deliberative score, or define minimum/maximum values needed to pass platform moderation

(such as for civility). However, doing so would imply assuming that deliberation is a unitary concept,

i.e. that all criteria need to be fulfilled together to a certain degree for the ascribed benefits to delib-

erative democracy to materialize. While intuitive, Mutz (2008) argues that one should be careful, since

this approach carries some assumptions about human behavior that are unwarranted. Also adding the

scores of various criteria together to oneoverall deliberative score implies that deficiencies on the score

foronecriteria canbecompensated forbyhigher scoresonother criteria,whileusing indicators formin-

imumbenchmark values implies that failing tomeet theminimum level on one criteria disqualifies any

achievements on other criteria.

A growing literature questions that deliberation is a unitary concept and all indicators necessarily

need to go together (e.g., Mutz, 2008; Bächtiger and Parkinson, 2019). In fact, there aremany situations

where various indicators of deliberation appear to be at odds with one another (Thompson, 2008). For

example, diversity might conflict with inclusion: themore diverse the voices in a debate, the less likely

it is that everyone participates, since debate requires conflicting arguments and most people feel un-

comfortable being confronted by (too many) opposite opinions (cf. Reuver et al., 2021; ?). Likewise

representation, accountability and openness might conflict with civility: publicity makes representa-

tives more accountable to their supporters, but is also found to be less conducive to mutual respect

and constructive politics than deliberation behind closed doors (Bächtiger and Parkinson, 2019). This

directly highlights one of the main problems in deliberative democratic theory: that quality aspects
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of debates are frequently conflated with positive effects of deliberative debates in definitions of what

counts as deliberative democracy (Mutz, 2008; Friess and Eilders, 2015). This lack of conceptual clar-

ity in stipulating causes and effectsmasks themyriad in conceptualizations of what exactly constitutes

deliberation as well as what its effects are supposed to be.

Likedeliberative indicators, deliberative effects/outcomesarealsomore complex empirically thana

unitary concept approachwouldappear to imply. A greatmanypresumedeffects canbe found in the lit-

erature. Bächtiger and Parkinson (2019) group them as: (1) epistemic outcomes (find best possible ap-

proach to handle a common problem); (2) ethical outcomes (follow the rational argument-dominated

deliberative process as a goal in itself); (3) providing legitimacy (of collective decisions formed through

deliberation); (4) emancipation of minority groups (providing a space to make all citizens heard); (5)

transformation and clarification of preferences (people learn from the debate and change their views

or deepen their perspectives in return); with some also listing (6) consensus as a desired outcome. Al-

though these goals overlap to a certain degree, different deliberative aspects contribute to them in a

different degree. Scholars have listed many contradictions between different aspects of deliberation

and deliberative outcomes. For example, if the process of rational argumentation is the goal, the re-

sulting formal tone of the debate might be off-putting to some citizens, and dominant groups might

use their definition of what counts as a rational argument to suppress minority voices, also requiring

each position to come with an elaborate set of supporting arguments might favour established and

well-documented positions over new voices that as of yet have not had the time and space to develop

such arguments (Sanders, 1997; Dahlberg, 2007).

Given these conflicts between indicators of deliberation both among themselves and in relation to

the desired deliberative outcomes, Mutz (2008) proposes to abandon the unitary concept of delibera-

tion and instead investigatewhich deliberative aspects havewhich effects underwhich conditions. She

argues that it is likely that different deliberative aspectsmight interact with each other to reach specific

outcomes, and should therefore be studied separately as well as in different combinations. Applying

this line of argumentation to social media platform design, we can say that if a system optimizes either

for (1) all deliberative indicators, or (2) an indexed value of debate quality based on combining various

indicators, or (3) some minimum/maximum values of deliberative indicators, then the contradictions

between these indicators and outcomes as described above might lead this system to hinder rather

than enable the deliberative process. In the next section, we will elaborate more on the argument that

what is seemingly good for deliberation on amicro-level does not necessarily lead to good deliberative

outcomes on the societal macro-level.
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3.3 The gap betweenmicro andmacro

Thesecondmaincritiqueofpolitical scientistsonusingdeliberative indicatorsasayardstick tomeasure

contributions to normative standards of deliberative democracy is the problematic relation between

specific debates (micro) anddeliberativedemocracyona societal scale (macro) (Chambers, 2009). Most

accounts of deliberative democracy aim at the societal level rather than that of the individual debate.

They require the deliberative process to be democratic: that it culminates in a collectively binding deci-

sion (Thompson, 2008). Habermas (2022) stipulates how issues, information and arguments in debates

between citizens are picked up by societal actors, like social movements, PR-organizations, political

parties and the media which translate positions into coherent discourses relating distinct positions to

relevant arguments,which then feed into thepolitical arena to result in collectivedecisions. Heappears

to be unsure, though, how to fit online debates productively into his framework, and argues that such

debates might actually be counterproductive warning that “[t]he platforms do not offer their emanci-

pated users any substitute for the professional selection and discursive examination of contents based

on generally accepted cognitive standards” (Habermas, 2022, p. 160), and “the increasing dissonance

of a strident diversity of voices and the complexity of the challenging topics and positions is leading

a growing minority of media consumers to use digital platforms to retreat into shielded echo cham-

bers of the like-minded. For the digital platforms not only invite their users to spontaneously generate

intersubjectively confirmed worlds of their own but seem to lend the stubborn internal logic of these

islands of communication, in addition, the epistemic status of competing public spheres” (Habermas,

2022, p. 162)1. On top of this, deliberation between all citizens in a modern society is practically un-

feasible due to constraints in time and resources, and can therefore only be realized at the institutions

of the state (Habermas, 2022). However, empirical research into the political arena, where the final de-

liberative debate between contrasting discourses should culminate into collective decisions, finds that

parliamentary debate is oriented towards voting rather than aggregating information and participants

rarely change their preferences in view of contrasting information (Bächtiger and Parkinson, 2019). It is

therefore unclear whether and how online political communication contributes to deliberative democ-

racy at all.

This focuson relating themicro to themacro isoften labelledas the “systemic turn”, as it viewsdelib-

erative democracy as a larger system rather than a debate at large (Chambers, 2009; Owen and Smith,

2015; Mansbridge et al., 2012). Political scientists have proposed three main theoretical frameworks

that specify how specific debates between citizens could translate into collectively binding decisions
1Note that Zuiderveen Borgesius et al. (2016) found little empirical support for the relation between recommender systems

and echo chambers or filter bubbles.
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in a deliberative way. Bächtiger and Parkinson (2019) group them into discursive, sequential and spa-

tialmodels of deliberation. The discursivemodel focuses on howpeople understand and shape society

throughdiscourses that find theirway into arguments, decisions andpolicy (Dryzek, 1990). Various ver-

sions of the sequential model hold that feedback loops ensure deliberative outcomes over time, where

societal debate influences political decisions, which are in turn part of societal debate to critique, al-

ter, maintain or reject them at another round of political decisions. The spatial model specifies distinct

deliberative functions of distinct institutions and the proper relations between these institutions to en-

sure deliberative outcomes. Each of these models has received its fair portion of critique, where the

discursive model is unclear on how deliberation contributes in what way to the forming of discourses

and how these discourses feed into policy in a deliberative way, the sequential model is often empir-

ically incorrect in policy preceding debate, especially for non-salient issues, and the spatial model is

found to be too static to encompass the creatively changing nature of political decision making with

new forms or organisation continuously popping up (e.g. #MeToo) and actors reinterpreting their role

and using their institution in new ways (Bächtiger and Parkinson, 2019).

3.4 Where do online platforms fit in the larger system of deliberative democ-

racy?

Regardless ofwhether one adopts a discursive, sequential or spatial perspective, for an online platform

to contribute to deliberative democracy optimally it thus needs to produce somedeliberative contribu-

tion and transfer this contribution in some way to the wider society and its political decision-making

bodies in particular. So what kind of contribution should online platformsmake to the normative ideal

of deliberative democracy? Habermas (2022) ascribes thema similar role to traditionalmedia in his (se-

quential) approach to deliberative democracy and then criticizes online platforms for failing to live up

to those expectations: Platforms lack journalistic moderation and do not “qualitatively filter opinions”,

like the traditional media, where journalists scrutinize arguments and opinions for facts and counter-

arguments and professionally select what to present to their audience (Habermas, 2022). In addition,

he is wary of personalization, since itmay enable selective exposure and echo chambers. On top of this

online platforms have not been very successful empirically in producing good deliberative debates.

Where additive approaches to deliberative democracy seek to find sites that facilitate optimal deliber-

ation and then to channel the results as best as possible to other parts of the deliberative system,most

major online platforms are known to lack those deliberative qualities (Wessler, 2018; Dahlberg, 2001;

Esau et al., 2021).
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However, there might be a different contribution that online platforms can make to deliberative

democracy, which is more feasible and better suited to their qualities. Habermas (2022) notes that the

contribution of political communication in the public sphere, where online platforms are located, is

inherently limited since only representative bodies make collective decisions. The normative require-

ments of achieving deliberation in all its facets need thus not be so strict for these platforms. As the

discussion in sections 3.2 and 3.3 has shown, it might not be optimal to strive for deliberation in all its

facets on online platforms to begin with. Bächtiger and Parkinson (2019) have recently proposed an

alternative route to (macro) deliberative democracy which might better fit with the potential of online

platforms: the summative approach. They explain that “the deliberative quality may emerge from the

complex interactions of a variety of practices and institutions rather than an input generated by one or

twoof them” (Bächtiger andParkinson, 2019, p. 14). Simplyput: deliberativeoutcomesmaybe realized

through non-perfect deliberative components, like online platforms.

We propose that by thinking of deliberative democracy as a summative quality, we arrive at other

goals that online social media platforms should perform. They no longer need to facilitate delibera-

tion between citizens as best as possible but might focus on optimizing the larger goals of deliber-

ative democracy: reaching collective decisions on a rational basis involving as many citizens in the

most equal way possible (cf. Thompson, 2008). It needs some mechanism to (1) involve citizens in-

cluding those acting on behalf of social groups, politicians, PR officials etc.; to (2) make them share

their views and information; to (3) facilitate them to interact with each other, existing discourses, and

actions and words of political actors to develop and question their opinion; to (4) collect and scruti-

nize arguments and positions into coherent discourses concerning collective issues; to (5) communi-

cate those discourses back to as many citizens as possible, but (6) also to their representatives in the

political arena.2

3.5 Moving forward: A complementary role within a summative approach

Wepropose that in this summative understanding of deliberative democracy, it ismore helpful to think

of online communication as complementary to other forms of political communication, rather than as

a substitute for traditional media. Our approach thus allocates a different function to online platforms

within the spatial and sequential system of deliberative democracy than an additive approach would.

For example,when facilitatingdebatebetweencitizens, insteadof aiming for civil conversation, itmight

be better for (macro) deliberative democracy, if in some cases people are allowed some incivility to

make suppressed voices heard or to create a communicative environmentwhere somemight feelmore
2Wessler (2018) provides an alternative list of possible contributions of non-deliberative media to deliberative democracy.
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at home, where they feel they don’t need to be eloquent and highly educated to be allowed to speak

up. While at the same time, thosewhomight be put off by such discourse could be shielded from expo-

sure to uncivil content (cf. Fernandez and Bellogin, 2020). Where the one-to-many format of traditional

media necessitates compromises in form and content to fit a larger audience at the cost of individual

differences, personalization enables online platforms to tune into the individual needs of each citizen

(Reuver et al., 2021). Hereby, content can be presented to each citizen in a fashion tailored to encour-

age involvement, both in engaging with arguments and in building the efficacy needed to share one’s

views and information (cf. Helberger, 2019)). Social media platforms also provide opportunities to go

beyond what can be achieved in deliberative terms by traditional media, by directly linking citizens to,

for example, journalists and politicians (Wessler, 2018). Hereby they create a crucial link in facilitat-

ing deliberative sub-products, like suppressed voices and new positions and arguments, to reach the

traditional media and institutional political arena.

Of course, such personalization is exactly what Habermas (2022) criticizes when he warns about

the potential of creating parallel public spheres. When each citizen receives her own tailor-made ver-

sion of online content, this might hinder a common understanding of the main issues, positions and

arguments facing a society. However, from the viewpoint of the complementary role of online com-

munication to other media and institutions, this can also be seen as an opportunity for social media

platforms to provide that common information through sharing relevant content as provided by, for

example, traditional media, politicians or activist groups, in a tailored way to the largest audience. In

this way, online platforms can actually improve the deliberative value of intersubjective understanding

by involving previously disaffected groups.

Table 3 provides an example of how this summative approach to designing deliberative online so-

cial media platforms differs from existing approaches in the parameters that need to be optimized.

The left column (“additive deliberative social media platform”) shows how additive approaches seek

to optimize all aspects of deliberation at once and facilitate deliberative democracy through concrete

instances of citizen deliberation, while the right column shows that the summative approach instead

optimizes deliberative outcomes at a societal level. Note how the goals listed in the right columnmatch

themechanisms required for deliberative democracy outlined in section 3.4. The right column focuses

on optimizing exposure to foster the deliberative value of inclusion; optimizing engagement to get cit-

izens to interact with the debate; optimizing the sharing of information to include as many insights

from asmany citizens as possible; providing these insights to other users and political actors alike; and

including fact-check information to debunk misinformation and increase the factual quality of the ar-

guments. The summative column thus seeks to explicitly and directly link citizens and political actors
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(e.g., politicians, but also including activist groups or PR-agencies), since connecting the diversity of ar-

guments leveled by both groups to each other is a specific macro deliberative democratic value. While

the additive approach (left column) thus seeks to fit the debate into a deliberativemold, the summative

approach (right column) seeks to optimize societal deliberative outcomes.

The summative indicators proposed here are familiar ones in the field of social media systems and

partly overlapwith both additive indicators and those used in commercial revenue-based applications.

They are not meant to form a definitive list. They should rather be seen as an invitation to scholars to

propose their own more effective set of indicators to make communication on online platforms con-

tribute to the mechanisms required for deliberative democracy outlined in section 3.4. The overlap

with existing commercial applications makes the summative approach more in line with existing prac-

tices on online platforms andpotentially easier to realize (cf. Heitz et al., 2022). It does not try to change

what people like about online platforms, but rather to guide them in a normative, societal deliberative

direction. The familiarity of these indicators illustrates the feasibility of this alternative route to realiz-

ing deliberative values online.

Table 3: Comparison of Additive and Summative Deliberative Metrics for Social Media Platforms.

Additive Deliberative Online
Platform

Summative Deliberative Online
Platform

Typical Metrics
– Equality
– Diversity
– Rationality
– Interactivity
– Civility

– exposure
– engagement (likes/comments)
– sharing information
– diversity of traditional news
exposure

– diversity of user and political
actor exposure

– inclusion of fact-check info
where possible

Personalization Metrics matter for everyone
equally

Weight of metrics determined on
individual basis

Temporal structure Static, all metrics are important at
every point in time

Metrics can also be optimized for
sequentially; long-run outcome
more important than
simultaneously good scores on
every metric

Contribution Realize deliberation within
platform

Contribute to societal
deliberation
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3.6 Conclusion

Computational approaches tomeasuring deliberative indicators of online communication are a bloom-

ing field and much work has been done in constructing indicators for various aspects of deliberation,

such as equality, rationality, interactivity, diversity and civility (Goddard and Gillespie, 2023). However,

political scientists have levelled two main critiques against the common computational implementa-

tionofdebatequality: deliberation isunlikely tobe related todeliberativedemocracy inaunitary,more-

is-better fashion and (micro) online deliberation is unlikely to contribute in an additive way to (macro)

deliberative democracy. So even if computational scholars could find a way to overcome the current

technical challenges and construct a perfect set of reliable and valid indicators of deliberative quality

(see Goddard and Gillespie, 2023), then still it would be questionable how these indicators could be

implemented in social media platforms to attain normative deliberative outcomes.

We propose that one way out of this dilemma could be to build on the summative approach, which

seeks to optimize deliberative outcomes at a societal scale, rather than the additive approach which

seeks to optimize deliberation at each site/venue. Instead of a straightforward design of online plat-

forms that either keep indicatorsof (micro) deliberationwithinacceptableboundsoroptimize for them,

we have argued that the complexity of human behavior frustrates those efforts and that it might lead

to counterproductive results at a societal level. Instead, we propose a summative approach to design-

ing deliberative online platforms. These systems take more account of the place of online platforms

within the larger system of deliberative democracy and respect the potential trade-offs between dif-

ferent deliberative values. They select and optimize an alternative set of indicators directed at macro

deliberative goals.

This approach aims to bemore fitting to the less than pure deliberative nature of online debate (cf.

Wessler, 2018; Dahlberg, 2001). In fact, designing a summative deliberative online platform does not

have to be at odds with commercial interests. For example, in the summative deliberative framework,

oneexplicit goal is to increaseexposure toandengagementwith the “long tail” of content tomakeusers

aware of perspectives they may not be aware of, and allow them to contribute. But this can perfectly

align with commercial interests: In many recommendations scenarios, it is an explicit goal to increase

usage of long-tail items that the user would otherwise not find.

Through its better fit with both deliberative democracy at the societal level and the nature of online

platforms, the summative approach proposed here can help online platforms to increase the contri-

bution that online communication can make to deliberative democracy and thereby also help reduce

negative effects often associated to online communication, such as filter bubbles, selective exposure

andmisinformation (Pariser, 2011; Sunstein, 2001; Fernandez and Bellogin, 2020).
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4 Evaluation: Testingmetric performance

Based on the indicators outlined in Chapter 3 we need to find a good way to measure them in order

to analyze the results of experiments using our TWON platform. The following chapter will explore the

ability of various methods to validly measure these concepts.

Threemembers of our team (Sjoerd Stolwijk, SimonMünker andDamian Trilling) have collaborated

with other scholars (Mark Boukes, Wang Ngai Yeung, Yufang Liao, Anne C. Kroon) to write a paper titled

“Can we Automatedly Measure the Quality of Online Political Discussion?” which is currently under re-

view. The following section is largely basedona slightly adjusted versionof that paper. Please note that

this chapter does not attempt to review all the latest developments within computational linguistics.

However, it rather surveys measures used within substantive (i.e. political communication) empirical

research, in which automatic measures are still little used, and when they are, studies often rely on

rule-based methods. Since TWON needs to have a broader range of metrics than those discussed in

that paper under review, in this report, we have added relevant concepts and results where appropri-

ate.

4.1 How to (Not) Measure Interactivity, Diversity, Rationality, and Incivility in

Online Comments to the News

Communication scholars have rapidly and in large numbers made a turn to computational methods.

This opened up rich possibilities for large-scale analyses and cost-effectiveness (Boumans and Trilling,

2016). So far, the bulk of applications in communication research are centred around classifying top-

ics, frames, and tone of texts. More complex concepts, like the democratic quality of online debates,

are notoriously hard to measure, even manually (Bächtiger and Parkinson, 2019). Yet, concepts such

as these are central to answering big questions about the role of social media in society. Simultane-

ously, large language models (LLMs) and generative AI have allegedly improved the performance of

automated tools, which suggests that these tools might now also have become feasible options for

measuring more complex concepts (see Kroon et al., 2023).

Early research demonstrated problems with accuracy across different automatedmethods to even

detect the tone of texts (González-Bailón and Paltoglou, 2015; Ribeiro et al., 2016; Soroka et al., 2015).

Rule-based measures, such as dictionaries, are to date still regularly applied to different contexts than

for which they were initially developed; even though it is known that they perform rather poorly in

detecting the tone (i.e. valence) of texts in a new context. For other applications than tone, the perfor-

mance of these, and other, automated measures has received little systematic, comparative attention
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so far. Given the demonstrated difficulty in constructing automated measures even for conceptually

less complex constructs, such as tone, we wonder: Are computational methods ready for use in sub-

stantive, rather thanmethodological, communication research projects on democratic debate quality?

And can generative AI open up new potential to further improve the performance of measurements?

From the many theories of how people ought to communicate in a democratic society with each

other, deliberative democracy Habermas (1996) is the most demanding in terms of quality standards

(Strömbäck, 2005). Since communication is at the core of this theory, it has inspired a large commu-

nication science literature (Schmitt-Beck and Grill, 2020). Habermas’ theory makes specific normative

claims on what is needed for a discussion to contribute to or cause harm to democracy: Thus, it pro-

vides testable criteria for the use of (automated) measurements that aim to determine the quality of

online debate.

The current study, therefore, concentrates on the performance of automatedmeasurements in the

context of four concepts that are central to the “deliberative quality” of political speech (Habermas,

1996); these concepts are also frequently used in studies of other prominent features of online com-

munication, such as polarization, partisan selective exposure, filter bubbles, and echo chambers (cf.

Friess and Eilders, 2015): interactivity, diversity, rationality and (in)civility of online comments. The

current manuscript provides important methodological guidelines for future research on this increas-

ingly studied phenomenon (see, e.g. Stromer-Galley et al., 2023). In our comparisons, we includemore

than 50 differentmetrics varying from simple off-the-shelf dictionaries to variousmachine-learning ap-

proaches, including recent (generative) large language models (LLMs), and compare these against a

large set of manually coded data (N = 3,862).

We will first introduce our case in further detail, as well as our selection of automated measures.

Thereafter, we will describe our manual and automatic annotation procedures and present the perfor-

mance of the different automatedmeasures. We will conclude by offering extensive recommendations

for further research seeking to use automatedmeasurements.

4.2 Deliberative Quality of Online Debate on Social Media

In the theory of deliberative democracy (Habermas, 1991), debate is aboutmore than exchanging views

or collecting issue positions; it also requires active listening and awillingness to understand arguments

one initially disagrees with, to learn and find common solutions, or reach a consensus. Such active

interactions by the public have long been limited by the modality of the traditional (news) media: i.e.,

mainly one-to-manymassmedia with sender and receivers being strictly separated. However, with the

increasing accessibility and popularity of social media platforms, “the people formerly known as the
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audience” (Rosen, 2012) have been given the assets to actively participate in public debate themselves.

Scholars have started to investigate whether citizens participate according to the standards expected

in a deliberative democracy (Freelon, 2015; Jaidka et al., 2019; Ksiazek et al., 2015).

We examined the four above-mentioned normative standards based on Habermas’ work (Haber-

mas, 1984, 1991, 1996), which have been operationalized by many studies afterwards in various ways

(Freelon, 2010; Friess and Eilders, 2015; Janssen and Kies, 2005). First, citizens’ expressions should not

just be monologues but involve an interaction between people who are listening and responding to

each other. Second, “to argue is to contradict” (Habermas, 2022, p.152) and, therefore, these interac-

tions should include multiple, alternative viewpoints that do disagree with each other (i.e., ideologi-

cal diversity). Third, the dialogue should be composed of comments that compare arguments through

logic and argumentation (i.e. rationality, (cf. Bächtiger and Parkinson, 2019, p.21)). Fourth, comments

should be provided in a respectfulmanner, usually operationalized as incivility being absent (i.e., inci-

vility); uncivil language could distract from the logical strength of substantive arguments or potentially

silence the voice of opponents with alternative opinions (Mutz and Reeves, 2005).

4.3 Methodological Challenges of Measuring Deliberative Quality

To understand how well discussions on social media comply with deliberative democracyś normative

standards, scholars have mostly relied on human coders to measure deliberative quality (Goovaerts,

2021; Stromer-Galley, 2007). Human coders are still viewed as themost reliablemethod tomeasure la-

tent constructs (Badenet al., 2022). Yet, humancodingdoes not scalewell to large amounts of data: It is

costly, time-intensive, andhighlydependenton themotivationandperseveranceof coders (Beauchamp,

2020). Specifically for online debates, codersmay experiencemental distress when being asked to rate

large amounts of potentially toxic content. Furthermore, and despite intercoder-reliability tests, sub-

stantive and unpredictable individual biases may still prevail, and different sets of coders might arrive

at different annotations evenwhen following the same training and codebook (Weber et al., 2018). Yet,

humanannotations—especiallywhen conducted by experts andwith resolveddisagreements—are still

considered the gold standard in content analysis.

Researchers have attempted to overcome the obstacles ofmanual content analysis (i.e., expensive,

labour-intensive and often unreliable) by developing and proposing automated measures to gauge

elements of debate quality. Even though it remains an open question whether these computational

methods performwell enough to replace human coding, they are replicable in the sense that the same

outcome should emerge when another scholar runs the same script. Some scepticism seems to be

warranted, though: For the adjacent task of sentiment analysis, different automated approaches have
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beendemonstrated toalsoyieldwidelydiverging scoreswith lowpredictive validity (Boukeset al., 2020;

González-Bailón and Paltoglou, 2015). Results of automated methods should, thus, never be accepted

at face value; especially not in a new and complex domain, such as the deliberative quality of online

public discussion.

Despite the development of automated tools in measuring various aspects of debate quality, God-

dard and Gillespieś (2023) review generally found that existing measurements do lack validity. They

recommend rigorously testing them against manual content analysis to verify their performance. This

is exactly what we set out to do in this study. To provide researchers interested in studying the quality

of online debates with better methodological guidance, we investigated a wide range of automated

measurements that capture the degree of interactivity, diversity, rationality, and incivility in online

comments. We facilitate future use (and non-use) of these methods for substantive communication

research, by comparing the results of eachmethod to the gold standard of manual coding as well as to

the other testedmethods. Before delving into the details of ourmethods, we now shortly introduce the

automatedmeasures selected for this paper.

4.4 Automated Measurements

Weselected the automatedmeasures for this study througha thorough reviewof the literature for exist-

ing specific applications and also includedmuch-used general automated approaches. We group them

into different generations of automated measures: rule-based, traditional machine learning, trans-

former models, and generative AI. Model Groups

Rule-Based Measures. The first generation of automated measures used a rule-based approach,

but are currently still popular due to their easy use (e.g. Duncan et al., 2024) and replicability. Rule-

based measures usually apply a list of words to verify whether any of these words (or word combi-

nations) is present in a text. They use very little computational resources, are easy to interpret and

available in pre-assembled lexicons (i.e., dictionaries and corpora) with various scoring systems (Guo

et al., 2016). Moreover, rule-basedmeasures are highly explainable and understandable (Albaugh et al.,

2013); researchers can clearly convey the inner workings of the method and explicate what is being

counted (especially when compared to for example “deep-learning” models). Rule-based measures

have been deployed for common classification tasks, including interactivity (Collins andNerlich, 2015),

ideology (Graham et al., 2009), rationality (Nithyanand et al., 2017b) and incivility (Ksiazek et al., 2015;

Nithyanand et al., 2017a).

Countingspecificwords is very straightforward, butmightbe toosimplistic tounderstand themean-

ing of texts since it ignores the different possible interpretations of words in specific contexts. This
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makes it difficult for rule-based measures to both achieve a satisfying precision and acceptable recall

when comparing it to human coding (Atteveldt et al., 2022). Moreover, dictionaries are often derived

from other genres or subject contexts than the problem to which they are applied (Boukes et al., 2020;

Loughran andMcdonald, 2011). For instance, online language is more casual and contains novel terms

(i.e., slang) that are often missed by dictionaries developed for other types of texts (Vidgen and Der-

czynski, 2020). Within novel or evolving research domains it is, thus, challenging to find validated dic-

tionaries, and this often leads to a rather low predictive power of suchmeasures; at least, if researchers

even undertake the effort to compare it against human-coded data (Baden et al., 2022).

Traditional Machine Learning. With supervised machine learning (SML), researchers are not re-

sponsible for craftinga finite listofdictionary terms. Rather, the researcher should first collectamanually-

coded (or “annotated”) dataset to train the algorithm (Boumans and Trilling, 2016). During training, the

computer learns to identify the features (e.g., words in a social media post) that contribute either pos-

itively or negatively to the likelihood of a specific output (e.g., the presence/absence of rationality). In

this sense, the supervised classifier learns the rules for how textual input features relate to the presence

(absence) of a specific concept. It uses this information tomake future predictions about the presence

in new texts.

Transformer Models. Traditional machine learning relies on bag-of-word (BoW) representations

of textual data. Here, the algorithms’ input features are simple word counts (either with or without

some term-weighting, suchas ”term frequency–inversedocument frequency”: tf-idf). In the traditional

SML approach, word order is lost and models cannot benefit from this contextual information. Neural

networks, on the other hand, can take word order into account (e.g., convolutional neural networks).

More recently, transformer-basedmodels have largely superseded the traditional SML approaches.

Kroon et al. (2023) summarised the advantages of transformer-based machine learning for com-

munication scholars with two arguments of specific importance: First, in contrast to both rule-based

approaches as well as traditional machine learning, transformer-based models excel in taking context

into account; second, they (typically) require less training data. Both advantages emerge by levering

a large language model (LLM) that is pre-trained on a gigantic text corpus, typically scraped from the

web. In the pre-training phase, contextualised embeddings are created; these are numeric representa-

tions of the “meaning” of words that even can handle that the sameword can have a differentmeaning

in different contexts; for instance, as a swear word being either an insult or a positive signifier in some

slang.

Pre-trained LLMs are now readily available for many languages. The researcher may then further

improve their performance by fine-tuning these models by using in-context examples with a smaller,
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annotated training dataset from the corpus to be analysed. This enables themodel to learn the details

of the specific task. Compared to traditional supervised machine learning with bag-of-words (BoW)

representations, these models effectively get a head-start by already “knowing” a lot about language.

Moreover, they do not suffer from the unsolvable problems of BoW representations, which cannot dis-

tinguish homonyms (words with identical spelling, but different meanings) or take word order into ac-

count.

Generative AI. With the new advances in generative large language models (GLLMs), such as the

OpenAI ChatGPT models, both the size of the pre-training data as well as the complexity of the models

in termsof thenumber of parameters estimatedhas vastly expanded (Minaee et al., 2024). TheseGLLMs

canalsobe instructed,whichallowsa researcher toexplain the task to themodeldirectly, rather thanby

asking it to infer the task from the training examples provided. While this is also possible with natural-

language inference models, such as BERT-NLI (Laurer, 2024), the possibility to give such instructions

(referred to as “prompting”) are a key characteristic of generative LLMs (GLLM). These GLLMs have al-

ready shown remarkable performance in data annotation, even at times surpassing human annotation

quality (Heseltine and Clemm von Hohenberg, 2024; Törnberg, 2024b).

In the next sections, we present our operationalization of the manual coding (gold standard) and

the automatedmeasurements.

4.5 Method

4.6 Data and Sampling

We first conducted a manual content analysis on an original dataset of social media comments in re-

sponse to TVnews itemspostedon YouTube and Twitter (currently: X). A largedataset of user comments

was collected in the fall of 2019. These were comments replying to a wide variety of the most popular

U.S. news shows at the time of data collection. We included various genres of TV news to maximize

the potential variance in the types of comments and audiences that wrote them; thereby, aiming to

enhance their generalizability. Included were nine regular news programs, five partisan news shows

from both the left and the right (MSNBC and FoxNews), and seven satirical news programs (defined by

Baym (2005) as ”the reinvention of political journalism”). For the similar reason of increasing findings’

generalizability, we collected user comments from two different social media platforms: Twitter and

YouTube. Eventually, 3,862 user comments were manually coded. A complete overview of the shows,

sampling strategy, and the number of manually coded comments is provided in Appendix A.
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4.7 Manual Content Analysis (the Gold Standard)

We constructed a codebook based on the coding instructions found to be reliable in existing research

(Freelon, 2015; Papacharissi, 2004; Rossini, 2022; Rowe, 2015a,b; Southern and Harmer, 2021; Ziegele

et al., 2020).3 All codebookdetails of this study are available in Table 24 in Appendix B. Notwithstanding

the reliability in previous studies, the current research underwent a rigorous process of coder training

and further validation of codebook items. Coding was done by two student assistants. Six rounds of

intensive coder training were conducted to achieve the best possible understanding of the coded vari-

ables. Four rounds were sufficient for interactivity, diversity, and incivility; a fifth and sixth round of

trainingwere necessary for rationality—clearly, themost complicated construct to be coded reliably by

human coders.

Table 24 in Appendix B provides an overview of variables and inter-coder reliability scores in terms

of both Krippendorff’s α-values and%-agreement. While the overall coding procedure yielded reason-

able reliability scores, human coders did not achieve satisfactory agreement in all cases. The lower

Krippendorff values for some indicators might be explained by its sensitivity to the skewed variables

that dominate our dataset. Unless noted otherwise, the answer options were recoded into a binary

variable as “no” (0) or “yes” (1). Coding work began in May 2021 and was completed by January 2022.

Interactivity. To determine whether citizens actively engaged with the views of others, we mea-

sured whether they interact with each other’s comments (Rowe, 2015b). The item tapped whether the

substance of a comment referred back to a previous comment or claim of another commenter. Thus,

it measured whether someone acknowledged the existence of other comments; and, thereby, showed

that a real interaction and exchange of ideas could have taken place.

Diversity. Diversity was operationalized in line with the prior literature on partisan selective expo-

sure, polarization, and echo chambers (Pariser, 2011; Stroud, 2010; Sunstein, 2001). Comments were

categorizedashavingno ideologicaldirection (i.e., absenceofpoliticalopinion), beingofa liberal/Demo-

crat nature, conservative/Republican nature, neutral nature with no clear ideology present (when it at-

tacked/supported both sides), or a rest category of an unclear direction (Freelon, 2015; Rowe, 2015b).

We stored this information in two dummy variables indicating whether the comments could be classi-

fied as being liberal or not, or as conservative or not.

Rationality. Ryfe (2005) operationalized rationality as positions being substantiated with argu-

ments and empirical evidence. For the current study, three items of existing codebooks were com-

bined to measure the presence of rationality in user comments (Freelon, 2015; Rowe, 2015b; Ziegele

et al., 2020). We created one dummy variable indicatingwhether at least one of the following occurred:
3The codebook shows considerable overlapwith Friess et al.ś (2021); probably, because it was inspired by the same literature.
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(1) the commenter used explicit reasoning and/or argumentation, such as through elaboration on the

opinion that was put forward, for example by using the word “because” (Camaj and Santana, 2015); (2)

the comment analysed the background of the addressed issue or provided background information;

and/or (3) external evidence was provided (e.g., with facts and figures, or with verifiable evidence).

Incivility. Following most existing work, we operationalized “civility” by measuring its opposite

(i.e., incivility). Incivility was measured in this study following the codebook of Papacharissi (2004).

Two items were added from other studies (Southern and Harmer, 2021; Ziegele et al., 2020): (1) accus-

ing others of incompetence or questioning their intelligence, and (2) suggesting or invoking violence.

This resulted in nine items that were used to measure incivility: name-calling, vulgarity, questioning

intelligence or competency, shouting, sarcasm, attacking a reputation, threatening individual rights,

discrimination, and invoking violence. Again, we created a dummy variable indicating whether at least

one element was present.

4.8 Employed Automated Measurements

Rule-basedmeasures are specific to the concept theymeasure, so these will be discussed per concept.

SML, transformer, and generative AI models can all be tailored to a concept, but their model variations

aremore general, so these will be discussed permodelling approach. To select the bestmodel for each

concept for each group of models (i.e. rule-based, SML, transformer, and generative AI), we split the

dataset at random into a train (N = 3,089) and a test dataset (N = 773). We used the train dataset to find

the best model parameters and select the best model per approach. In our choice for the best model

we lookedat overall performance, but especially prioritizedperformanceon theharder taskof correctly

identifying positive cases, i.e. the presence of incivility, interactivity, rationality or diversity rather than

their absence. We present the performance of these best models in the results section below for the

test dataset: the trained models thus need to predict new data to avoid so-called overfitting. A more

detailed technical description of the set-up of each model and a discussion on our choice for the best

model per group is provided in Appendix C.

Rule-based Measures: Interactivity. No good text-based dictionary seemed to exist to measure

interactivity. We followedexisting literatureandsimplyusedwhether@-mentionswerepresent in com-

ments as proxy (Collins and Nerlich, 2015; Gruzd et al., 2011).

Diversity. It was difficult to find an appropriate dictionary for diversity. The best dictionaries avail-

able to measure the partisan nature of comments focus on ideology, especially moral values (e.g. see

Zhou et al., 2024). We selected three subsequent versions of the Moral Foundation Dictionary: MFD,

MFD 2.0, and eMFD. The MFD is designed to measure the ideological positioning of the texts by exam-

Deliverable D-5.2 March 31, 2025 32



ining the (moral) languages used in them. The MFD is both theoretically and empirically related to the

partisan nature of the text, although the exact nature of that relationship remains disputed (Graham

et al., 2009; Haidt and Graham, 2007; Hopp et al., 2021). MFD 2.0 is an updated version with further en-

hancement of psychometric properties that should improve the normality andpredictive validity of the

dictionary (Frimer, 2020; Frimer et al., 2019). The extendedMoral Foundations Dictionary (eMFD) is the

most recent update, whichwas developed based on crowd-sourced annotated texts (Hopp et al., 2021).

Conservative and liberal values are measured in all MFD versions; respectively, by calculating the ratio

of corresponding words indicative of liberal values (fairness, care) and conservative values (authority,

loyalty, purity).

Rationality. Various formal textmetrics from the field of computational linguistics are available for

the concept of rationality. These formula-based metrics are easy to implement and bear similarities

to the concept, although it was more difficult to find a good dictionary-only measure. We selected the

Flesch-Kincaid (FK) index (Flesch, 1948) and language formality (Heylighen and Dewaele, 2002) met-

rics to measure language complexity and formality of comments (e.g. Nithyanand et al., 2017b). An-

other index used to measure rationality is the Integrative Complexity (IC) score (Owens and Wedeking,

2011). Unlike the FK score, the IC score attempts to measure the semantic complexity of texts through

a formula based on the use of words that belong to the cognitive complexity dimension in the LIWC

dictionary (Pennebaker et al., 2007).

Incivility. Multiple dictionaries have been developed to measure the construct of incivility. We

identified six different dictionaries to be tested for thismanuscript (see Appendix C.1). These dictionar-

ies include the (1) Ksiazek et al.’s (2015) Hostility dictionary and (2) Ksiazek et al.’s Civility dictionary

(reverse-coded), (3) the Incivility dictionary developed byMuddiman and Stroud (2017), (4) the LIWC-22

(Boyd et al., 2022), (5) GoogleWhat Do You Love Project (WDYL) Censoredwordlist (available at (Dubs)),

and (6) the Hatebase wordlist constructed by Hatebase.org (Quinn, 2020). All these dictionaries are re-

coded as dummy variables (0 or 1), to maximize comparability with the hand-coded data: We defined

that a comment shows incivility (score 1) if at least one uncivil word appears.

TraditionalSupervisedMachineLearning (SML).The traditionalSMLapproachesusebag-of-words

representations, which caneither be count-basedor tf-idf-based. Eightmodelswere estimated for each

variable: two vectorizers (Count and tf-idf) × four classifiers (Multinomial Naïve Bayes, Logistic Regres-

sion, a support vector machine classifier (SVC) with a radial (“rbf”) kernel, and SVC with linear kernel).

When training the classifiers towards the best model performance, Each model was further optimized

by modifying (1) the number of words considered when tokenizing a sentence; (2) the range of word

frequency, and (3) the standard for regularization that aims to avoid over-fitting in the classifier. For

Deliverable D-5.2 March 31, 2025 33



each of the four tested concepts, we then chose the model-variant with the best performance in terms

ofmacroF1 scores andminority class F1 scores in the test dataset for presentation in the results section.

See Appendix C.2 for more details on the procedure and individual model performance.

Transformer Model. In addition to training classifiers using the above-mentioned traditional SML

techniques, we explore the potential of using transformer-based models in our classification pipeline

by using Pythonś PyTorch library. Here, we used the uncased version of the English-language BERT

model (bert-base-uncased) and fine-tuned it for our classification tasks using the training set from our

manually annotateddata. During this fine-tuningprocess, themodelś parameters areupdated tobetter

suit the specific task at hand. We again selected the best model parameters based on macro F1 scores

andminority class F1 scores.

Generative AI. There aremany different GLLMs currently available. Törnberg (2024a) recommends

using an open-source model where possible. Other, so-called proprietary, models (e.g., ChatGPT) do

not share their weights and are secretive about the training data they used to build theirmodels. More-

over, they requirea researcher to share theirdatawithOpenAIbysending it to theirAPI (OpenAI, 2024b,c).

Yet, OpenAI promises not to use this data as long as you use the paid API and opt out of data-sharing.

Nevertheless, we believe that data security is better preserved — in terms of the privacy and copy-

right of analyzed materials —by using a model that can be run in-house without exchanging data with

a third party; this is also in line with the spirit of the GDPR. Being free of charge is an additional benefit.

Therefore, we evaluate the opportunity costs of opting for an open-source model like Llama instead of

the popular GPTmodels owned by OpenAI. Microsoft offers a paid service on their Azure platform guar-

anteeing that nodata is sharedwithOpenAI (Microsoft, 2024), althoughdata still needs tobe exchanged

with Azure to use this option.

Since running GLLMs is computationally heavy, we focused on two specific model families for this

project: OpenAIś GPT and Metaś Llama. We chose state-of-the-art variants of these models. For Meta,

weused their latest large languagemodel, Llama3.1;morespecifically,weused the llama3.1:70b-instruct-

q6_K-variant (hereafter Llama3.1:70b). For comparison, we also used the smaller version llama3.1:8b-

instruct-q6_K (hereafter Llama3.1:8b). FromOpenAI, we used the twomost recent and advancedmod-

els available through the Azure OpenAI API: GPT-4o (the one released on 2024-08-06) and GPT4-Turbo

(the one released on 2024-04-09). Appendix C.4 presents details of the model setup and prompt word-

ing.

We compared the effect of using different prompts. Since running classifications on (large) gen-

erative AI models is computationally expensive, and for OpenAI models also financially costly, we first

tested theeffectsofdifferentprompts inLlama3.1:70b. For the instruction (or: prompt)given toLlama3.1,
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we first followed the codebook nearly verbatim, often only adding small label specifications (i.e. “not

present (1)”) to help the model classify the data in the correct classes. For some items, the wording

of the codebook appeared to confuse the model, which resulted in high numbers of missing values.

In these cases, we asked OpenAIś GPT-4o to reformulate the prompt to make it better interpretable for

GLLMs. All promptswere checkedmanually to contain the same information andexamples as the code-

book; thus, keeping the information constant for GLLMs versus the human coders. The only changes

were in the structuring and wording of the instructions. This procedure resulted in a large number of

long prompts since incivility and rationality were measured by multiple indicators.

However, long prompts are often not optimal for GLLM performance and running them is computa-

tionally costly since you need to process many runs (one for each prompt-and-comment combination)

of many tokens (i.e. many words in each prompt) (Törnberg, 2024a). Therefore we also considered a

simpler approach. This simpler approach would be the most likely one a researcher without our code-

bookwoulduse: short concise single promptsper latent concept (interactivity, diversity, rationality and

incivility) rather than one for each specific indicator of the latent concept.

Since the simple prompts consumed fewer tokens and also produced the best results overall (see

Appendix D), these simple prompts were used to test the effect of model size and family. Therefore,

we ran these simple prompts with GPT-4o, GPT4-Turbo and the smaller Llama3.1:8b in addition to the

Llama3.1:70b. Smaller models have smaller hardware requirements in terms of GPUmemory, making

themmore accessible to use formany researchers. However, a reduction inmodel size often comes at a

cost in performance (AI, 2024), and indeed Appendix DD shows this is also the case for our application.

As further explained in Appendix C C.4 we selected Llama3.1:70b as the best-performing GLLM based

on a combination ofmacro F1 andminority class F1 performance, financial and ethical considerations.

Appendix D lists the classification results for these different prompts and models on the training set.

Note that our main results hold regardless of whether we had selected the best model per group on

macro F1 or minority class F1.

4.9 Results

4.10 Performance Indicators and First Impression

To evaluate the performance of automated measurements against manually coded data, we calculate

precision, recall, accuracy, weighted F1, and F1 macro scores. Precision indicates the method's relia-

bility in correctly identifying positive results, while recall measures its sensitivity in finding all positive

results. Accuracy represents the proportion of correctly classified cases. This is misleading for highly
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imbalanced samples, which is why the F1macro average score (F1macro: the harmonicmean of preci-

sion F1 and recall F1) is often preferred. F1 macro provides an average of two classes (i.e. the concept

being present or not present) without considering proportions, while weighted F1 considers propor-

tions (i.e. when one class is overrepresented in the data it also carries extra weight in the F1 calcula-

tion).

In the context of debate quality metrics, we prioritize the classification of minority classes (for in-

stance, most comments are not uncivil; and yet, we are especially concerned about the uncivil com-

ments). Althoughweprioritizedminority class F1 in the selectionof thebestmeasures permodel group

even further, for reasons of parsimony, we consider F1 macro as the most appropriate measure for the

comparison between the best models per model group presented here.

To get a good first impressionof the relative performanceof each groupofmeasures, wepresent the

F1 macro for the best-performing model variants per concept per group based on the data in the test

set (N = 773) in Table 4. The best scores per concept are printed in bold. Rule-based measures overall

performpoorly, except for the incivility concept. Supervisedmachine learningperformsbetter, but per-

formance is still limited. The BERT-transformer models and GLLM achieve the best results. Overall, the

performance of the GLLM (Llama3.1:70b) classifiers appears very reasonable and provides a good out-

of-the-box option for coding social media comments; they even beat the finetuned BERT-transformer

models for two (diversity and incivility) of our four concepts.

Table 4: Overview of difference in macro average F1 macro scores for the best rule-based, SML, Trans-
former and GLLMmodels on the test set (N = 773).

Best rule-based Best traditional SML Best transformer Best GLLM

Interactivity .55 .62 .75 .66

Diversity
.52 .62 .57 .77

- Liberal

- Conservative .53 .51 .61 .81

Rationality .51 .67 .72 .64

Incivility .67 .66 .73 .75

Note. Diversity is split into liberal and conservative to account for the non-binary nature of our op-

erationalization, which includes a neutral category. Bold markings indicate the best F1 macro score per

concept.
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4.11 Performance of Different Automated Approaches

We will now list the more detailed results per concept. Again, we use the best-performing variant per

measurements group (rule-based, SML, transformer, GLLM). All models are evaluated against the test

set, to avoid overfitting on the training data.

Interactivity. Neither @-mentions nor SML showed promising results for predicting interactivity

( 5). WithanF1 scoreof .32, using@-mentionsasaproxy for interactivity is not recommended. Llama3.1

and SML perform better and have an acceptable recall for interactivity being present: The models cor-

rectly identify 80% (SML, recall = 0.80) and 69% (Llama, recall = 0.69) of all interactive messages. Yet,

the low precision (SML: .42; Llama: .46) illustrates that, among the comments classified as interactive

by these models, the majority are not interactive according to the manual annotations. A transformer-

based classifier – while also not impressive – achieves better and more consistent results across cate-

gories. We find that for interactivity, finetuning a BERT transformer still yields the best results.

Table 5: Accuracy, Precision, Recall and F1 scores of interactivitymeasures against themanually coded
interactivity on the test set.

Precision Recall F1 score N

Rule-based (Mentions of@)

0 (Non-Interactive) .75 .83 .79 559

1 (Interactive) .38 .28 .32 214

Accuracy .72

Macro average .57 .55 .55 773

SML (Logistic Regression)

0 (Non-Interactive) .88 .57 .69 559

1 (Interactive) .42 .80 .55 214

Accuracy .67

Macro average .65 .69 .62 773

Transformer

0 (Non-Interactive) .87 .84 .86 559

1 (Interactive) .62 .68 .65 214

Accuracy .76

Macro average .74 .76 .75 773

GLLM (Llama3:1.70b)

0 (No) .85 .70 .77 559

1 (Yes) .46 .69 .55 214

Accuracy .72

Deliverable D-5.2 March 31, 2025 37



Table 5: (continued)

Precision Recall F1 score N

Macro average .66 .69 .66 773

Diversity. The best-performing models for all diversity measures are presented in tables 6 and 7

(see Appendix E for full results of all rule-based measures). Tables 6 and 7 show that the main reason

for Llamaś superior overall performance (see Table 4) for diversity compared to the othermethods is its

much stronger ability to correctly identify positive cases (i.e. comment is conservative, or comment is

liberal). Still, in absolutenumbers, itsprecisionscoresof 0.54 (is Liberal) and0.60 (isConservative) show

that automatedmethods still struggle in this regard: A little less than half of the comments labelled by

Llama as liberal/conservative did not receive this label from ourmanual coders. The BERT-transformer

model showsdisappointingperformance fordiversityand isevenoutperformedbySML forLiberal/non-

liberal (macro F1: 0.62 vs 0.57).

Table 6: Accuracy, Precision, Recall and F1 score of diversitymeasures againstmanually codeddiversity
(Liberal) on the test set.

Precision Recall F1 score N

Rule-based (MFD 2.0)

0 (Non-liberal) .83 .71 .77 633

1 (Liberal) .22 .36 .27 140

Accuracy .65

Macro average .52 .53 .52 773

SML (Logistic Regression)

0 (Non-liberal) .90 .71 .80 633

1 (Liberal) .33 .66 .44 140

Accuracy .70

Macro average .62 .68 .62 773

Transformer

0 (Non-liberal) .92 .59 .72 633

1 (Liberal) .30 .78 .43 140

Accuracy .62

Macro average .61 .68 .57 773

GLLM (Llama3.1:70b)

0 (Non-liberal) .95 .85 .90 633

1 (Liberal) .54 .81 .65 140
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Table 6: (continued)

Precision Recall F1 score N

Accuracy .84

Macro average .75 .83 .77 773

Table 7: Accuracy, Precision, Recall and F1 score of diversitymeasures againstmanually codeddiversity
(Conservative) on the test set.

Precision Recall F1 score N

Rule-based (MFD 2.0)

0 (Non-conservative) .88 .66 .75 660

1 (Conservative) .19 .49 .28 113

Accuracy .63

Macro average .54 .57 .51 773

SML (Logistic Regression)

0 (Non-conservative) .93 .54 .68 660

1 (Conservative) .22 .75 .34 113

Accuracy .57

Macro average .57 .65 .51 773

Transformer

0 (Non-conservative) .89 .84 .87 660

1 (Conservative) .31 .41 .35 113

Accuracy .78

Macro average .60 .63 .61 773

GLLM (Llama3.1:70b)

0 (Non-conservative) .96 .91 .93 660

1 (Conservative) .60 .80 .68 113

Accuracy .89

Macro average .78 .85 .81 773

Rationality. Similar to the results of interactivity, the transformer model has the highest macro

average F1 score (0.72) for the concept of rationality. In contrast to the other three concepts, Llama

performed a little poorer for rationality on the test set than on the training set (F1macro dropped from

0.69 to 0.64, cf. Table 29 in Appendix D) andwas even outperformed by the best SML (SVC ‘rbf’). Table 8

shows Llama did slightly better in terms of precision (0.56 vs. 0.54) of positive cases (that a comment

is rational), but at the expense of recall (0.30 vs. 0.56). In line with the results for the other concepts,
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correctly classifying the positive cases remains a challenge for all models. The performance of rule-

basedmeasures was again poor for rationality.

Table 8: Accuracy, Precision, Recall and F1 score of rationality measures against manually coded ratio-
nality on the test set.

Precision Recall F1 score N

Rule-based (FK-score)

0 (Not rational) .84 .59 .69 624

1 (Rational) .24 .53 .33 149

Accuracy .58

Macro average .54 .56 .51 773

SML (SVC “rbf”)

0 (Not rational) .91 .78 .83 624

1 (Rational) .41 .66 .51 149

Accuracy .75

Macro average .66 .72 .67 773

Transformer

0 (Not rational) .89 .88 .89 624

1 (Rational) .54 .56 .55 149

Accuracy .82

Macro average .72 .72 .72 773

GLLM (Llama3.1:70b)

0 (Not rational) .85 .94 .89 624

1 (Rational) .56 .30 .39 149

Accuracy .82

Macro average .70 .62 .64 773

Incivility. Table 9 shows that for incivility, the best-performing rule-based measure is Ksiazekś

(2015) Hostility dictionary. Rule-basedmeasures performmuch better for the concept of incivility, with

a macro F1 of 0.67, than for any of the other tested concepts where they only get to a macro F1 of re-

spectively 0.55 for interactivity, 0.52/0.51 for diversity and 0.51 for rationality. Ksiazekś rule-basedmea-

surement performed also relatively well (i.e., the performance gap is smaller) compared to other types

of classifiers: for incivility, its F1 macro of 0.67 was lacking only 0.08 points behind the macro F1 score

of Llama3.1:70b (0.75) and even surpassed that of the best SML (0.66).

The main strength of the dictionary approach was the high precision for the positive class (uncivil:

0.76), higher even than both the BERT-transformer model (0.72) and Llama3.1 (0.69). This means that
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if this dictionary classified a comment as uncivil, manual coders very often agreed. This makes sense

because incivility often results from using a specific profanity, i.e. a specific word, which can be listed.

The problem with dictionaries is the difficulty of listing all uncivil words while avoiding words which

are either civil or uncivil depending on context. This results in a lower recall of positive cases (uncivil

comments: 0.49). Llamaś better ability to take context into account might explain why this same recall

of positive cases is the main strength of Llama3.1 (0.88). Overall, the differences between different

measure groups are much smaller for incivility than for interactivity, diversity or rationality. Yet, the

BERT-transformer model and Llama3.1 still outperform the other classifiers.

Table 9: Accuracy, Precision, Recall and F1 score of incivilitymeasures againstmanually coded incivility
on the test set.

Precision Recall F1 score N

Rule-based (Ksiazekś hostility dictionary)

0 (Civil) .65 .86 .74 408

1 (Uncivil) .76 .49 .59 365

Accuracy .68

Macro average .71 .67 .67 773

SML (SVC “rbf”)

0 (Civil) .74 .55 .63 408

1 (Uncivil) .61 .79 .69 365

Accuracy .66

Macro average .67 .67 .66 773

Transformer

0 (Civil) .74 .75 .75 408

1 (Uncivil) .72 .70 .71 365

Accuracy .73

Macro average .73 .73 .73 773

GLLM (Llama3.1:70b)

0 (Civil) .86 .64 .74 408

1 (Uncivil) .69 .88 .77 365

Accuracy .76

Macro average .77 .76 .75 773
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4.12 Discussion and Practical Recommendations

To enable future scholars to draw on computational methods to also measure complex, but important

concepts, such as online democratic debate quality, we collected and evaluated a broad range of auto-

mated tools on the ability of their classifications to replicate the results of a manual content analysis.

We first draw general conclusions from our results, before we present our practical recommendations

for future studies on the use of automatic measures, as well as specific recommendations per model

group.

Interpreting the results

Despite the wide variety of automatic measures employed and their increasing technological so-

phistication, it proved difficult to fully replicatemanual annotations. The limits of our automaticmeth-

ods are particularly illustrated by the macro F1 scores for the positive class (i.e. concept is present),

which stall at around 0.65 for most concepts. Nevertheless, the average macro F1 scores we report for

the best models vary from 0.72 to 0.81.

Compared to state-of-the-art approaches in the field of artificial intelligence, this appears to be a

meagre result, with for example reported F1 scores of over 0.90 in the field of hate speech detection

(Agrawal and Awekar, 2018; Badjatiya et al., 2017). However, recent work by Arango et al. (2022) sug-

gests that such impressive results are only possible due to various forms of overfitting on some widely

used public benchmark datasets (also see Alzahrani et al., 2024). When they correct for the biases they

identified both in the calculation of the metrics and the datasets used to evaluate them, the macro F1

of the state-of-the-art models drops to about 0.78: This very much resonates with our results.

The main critique of Arango et al. (2022) on the use of public, so-called benchmark, datasets is the

lack of information they provide on sampling methods, coder distribution and quality. We avoid such

biases in our study, by having created an original manually coded dataset specifically for this study,

for which we followed all standard steps typical in the field of communication science. From that per-

spective, our performance scores are quite impressive given that we used sophisticated but standard,

out-of-the-box and relatively easy-to-implement algorithms that are accessible for general use by com-

putational communication scholars. This is in contrast to the highly specialized computer science ap-

proaches, which require advanced computational skills to apply.

In addition, our results outperform those reported in a recent reviewof sentiment analysismethods

by Van Atteveldt et al. (2021), which was also based on a comparison to a high-quality original manual

coded dataset. This is surprising given that the field of sentiment analysis is much more developed in

computational linguistics, especially compared to concepts like rationality for which hardly any auto-

mated measures were available when we started our review. The deep learning classifiers reported by
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VanAtteveldt et al. (2021) donot get beyondan F1of 0.66 even for the easier neutral sentiment category

and dictionarymeasures don’t reach above 0.58 for that same category, while we reportmajority-class

F1 scores up to 0.93 (Llama3.1: on comment “not Conservative”) for GLLMs, and up to 0.83 for tradi-

tional SML (on comment “not Interactive”). This seems to indicate that recent advances in the domain

of text classification, which this paper draws on, particularly (G)LLMs, have significantly improved the

ability to classify constructs central to the field of communication science in just a few years.

Practical Recommendations

Whichmeasure should be preferred for future empirical applications is likely dependent on the ob-

jective of the study in question. We will highlight some considerations for designing future studies in

turn, starting with the choice betweenmanual or automatic annotations followed by specific consider-

ations per group of automatic measures.

Manual versus automatic measures. The inability of automatic measures to fully replicate man-

ual codingmight suggest that where possiblemanual coding should be preferred over automaticmea-

sures. However, the intercoder reliability of ourmanual coding proved to be contested aswell for some

concepts. We struggled to achieve acceptable reliability levels and depending on the concept needed

up to 6 rounds of coder training to do so. Even thoughwe reached acceptable reliability levels for most

concepts, the complexity of our concepts in combination with their skewed distribution in most sam-

ples limits the ability of human coders to reach perfect reliability scores. The Krippendorf ɑ-values for

our coded variables frequently dropped below 0.60 and percent agreement often stalled just upwards

of 80% (see Appendix B).

Automatic coding measures are, by nature, more consistent than any group of manual coder can

be; different coders involved inmanual coding will always slightly differ in their annotations from each

other for abstract concepts. Therefore, a manually coded sample likely has higher degrees of coinci-

dental inconsistencies than an automatically coded sample. Accordingly, any discrepancy between an

automatic measure and our manual coding sample, might thus also be due to such inconsistencies

in the manual sample. In any case, the differences between different coders in our manual content

analysis might limit the performance of supervised automated methods, since the algorithms do not

knowwhich coder annotatedwhich comment in either the training or the test set. Themanual annota-

tion thus follows two similar, but different internal logics in arriving at a particular code per comment

depending on the coder. By contrast, the automatic methods can only draw on one internal logic and

thereforewill necessarily bedifferent to at least oneof the coders in this respect. Thismakes it verydiffi-

cult for automaticmodels toperfectly replicate suchannotations. If this fallibility of humanannotations

is taken into consideration, the performance gap between human annotations and those generated by
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the newer transformer and Llamamodels appears to be limited.

Furthermore, we repeatedly found that precisionon thepositive class (i.e. comments automatically

identified as interactive/diverse/rational/uncivil are alsomanually coded thatway) is the key limitation

of the performance of these automatic measures, while their recall is generally (much) better. The ad-

vantage of low precision but high recall on the minority class (in this case the positive class) is that the

error is contained in awell-defined, but limited set of comments, namely those predicted by themodel

as positive for that variable. The high recall means that this set will very likely contain most cases that

are actually positive, although it will also contain many negative cases due to the low precision. To re-

duce the error researchersmaymanually code thismuch smaller set of comments, which is oftenmuch

more feasible than manually coding the entire corpus. This is very different from the alternative sce-

nario of low recall and high precision in theminority class, since in that case, themissing positive cases

are (much)more spread out andmust be found in the largermajority class. We, therefore, suggest that

scholars who use (G)LLMs to classify concepts with high recall and low precision for the minority class

consider manually annotating the positively predicted sample (cf. Heseltine and Clemm von Hohen-

berg, 2024; Van Hoof et al., 2024). In this way, near-human annotator agreement can be attained even

for large datasets that require this additional precision.

Altogether, we reiterate previous calls to always validate the chosen automated method with a hu-

man comparison rather than just applying them “off-the-shelf” (Boukes et al., 2020; Kroon et al., 2022;

Van Atteveldt et al., 2021), and extend this approach to also include GLLM models, such as Llama or

ChatGPT. For example, Appendix E shows a lot of variance among different rule-based measures. Just

picking onewithout validating its performance for the dataset in question can thus be problematic, but

the same is true for very advanced GLLMs. Appendix D similarly shows that GLLMś performance may

vary considerably depending on the tested concept, the model, model size and prompt wording (also

see Salinas and Morstatter, 2024).

Therefore, we emphasize that it is crucial to also test the performance of so-called ‘zero-shot’ (i.e.

without training data) classifiers, such as dictionaries or GLLMs, on a training set (or ‘validation/selec-

tion’ set), then select the best-performingmodel, and always report performance on a test set to avoid

overfitting on the test data and thereby inflating the estimated classification accuracy. Random varia-

tions in thedataused to comparedifferentmodels (variations)might giveonemodel anedgeover other

models, whichwill not replicate in the larger dataset of interest for the research project. When compar-

ing the performance of many model variations, as might likely be the case during prompt engineering

of GLLMs, a researcher should make sure that random prompt wording variations did not inflate the

performance of a GLLM classifier, simply because they happened to fit the particular characteristics of
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the evaluation set. Splitting this evaluation set into a training set for selection and a test set for perfor-

mance evaluation is an established way to deal with this issue of overfitting (Atteveldt et al., 2022).

Sincemanual coding is thus advised for any content analysis using latent concepts, including those

using automated measures, it might for now remain the go-to approach for small to intermediate-size

samples. On the other hand, our results suggestmuch potential for automatedmethods, especially for

larger samples. Wewill consider the consequences for rule-basedmeasurements, supervisedmachine

learning, and generative AI methods in turn.

Rule-based measures. A key advantage of using rule-based measures over other automatic ap-

proaches is their ease of use, both in terms of computational skills needed and in computational cost

in processing time and IT infrastructure requirements; moreover, their results are easy to explain since

they can be traced back exactly to the content of a dictionary (Kroon et al., 2022). However, rule-based

measureswere found tobeworse in replicatingmanual coding thanall other classifiers and their perfor-

mance variedmarkedly between different dictionaries for the same concept. Therefore, if a researcher

decides to use a rule-based measure it is important to select a sufficiently good one. Since even the

best ones did not meet acceptable performance for our concepts, it might be necessary to follow var-

ious approaches to adapt or self-develop a dictionary (cf. Bodrunova et al., 2019; Bos and Minihold,

2022; Muddiman and Stroud, 2017).

At the same time, given that this, if done well, has to include multiple rounds of testing, including

hand-coding test cases, this may be much more work than it seems at first. The combination of in-

ferior performance, the need to hand-code a sufficient sample of data for both the selection and the

improvement of rule-based measures, as well as the time and effort needed to do all this appears to

outweigh the advantages of rule-based measures in ease and cost of use for most research purposes.

We, therefore, cannot recommend them, especially those rule-basedmeasureswhich did not reach the

performance level of the best rule-basedmeasures, like the LIWC-22 dictionary for incivility (F1 average

= 0.52, F1 [presence of incivility] = 0.32, see Appendix E), even though they are still recently advocated

for by others (e.g., Duncan et al., 2024)).

Supervisedmachine learning. SML and transformer models outperformed rule-basedmeasures.

Contrary to rule-basedmeasures, Appendix C.2 shows that performance differences betweenmost dif-

ferent SML models were limited. Still, there were exceptions; therefore, researchers should compare

at least two or three different models to ensure optimal performance. If the sample is large, we be-

lieve supervised machine learning, especially classifiers using transformers, should be preferred over

rule-based measures. Since a manually coded sample is needed anyway, why not use that to train or

fine-tune a good classifier? A recent review by Kroon et al. (2023) gives a good introduction to the pros,
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cons and alternatives of these advancedmethods currently available.

Platforms, suchasHuggingFace, provide tools and resources that help tomake implementing these

models less complicated and more accessible for a broader range of communication scientists. Still,

transformer models in particular require computational expertise and access to a computer or server

that is capableenough to support the fine-tuningprocess. Theanalyses for thispaper, for example, took

several days to run. Notwithstanding these difficulties, the performance of the transformermodelswas

impressive for non-standard and rather abstract concepts, such as interactivity and rationality; thereby,

evenperformingbetter than themuchmoreadvancedGLLMsbyaconsiderablemargin. The fine-tuning

process with thousands of training codings appears to be especially helpful when the definition of a

concept is research-specific.

Generative AI. Although Llama3.1:70b did not achieve the best results on all concepts, overall the

performance of Llama3.1 shows the potential for GLLMmodels. Themodel used here already performs

well across concepts; furthermore, faster and still-improving Llamamodels are being released very reg-

ularly. In contrast to transformer models that performed best on the abstract concepts of interactivity

and rationality, theGLLMs testedhere excelled at themeasurement of themore frequently operational-

ized concepts of diversity (ideology) and incivility (see Appendix D). Thismakes some sense, intuitively,

since many public training sets of these concepts are likely to be part of its training data. For such con-

cepts, we therefore advise using GLLMs.

When it comes to the choice of GLLM, researchers should balance their data ethics considerations

versus the ease of use. The Llama3.1:70b model used in this paper is available open source and free

of charge, but it needs an IT infrastructure beyond what is currently, typically available on an average

laptop. Using the smaller, less demanding, Llama3.1:8b-model significantly reduced the performance,

however. The OpenAI GPTmodels, on the other hand, can be run from any laptop using an (Azure) API.

Running a GLLM locally is not as difficult as sometimes assumed, but still requires more programming

skills than only using an API (Grüber, 2024a,b).

Another clearcut advantage of using GLLMs, such as Llama, is that its performance was quite good

compared to other models, but it did not require manually coded training data to fine-tune or train it.

Manual coding is only needed for the validation of its performance. The simple prompts without exam-

ple annotations evenoutperformeda combinedmeasure basedon the collectionof elaborate prompts,

which contained all information for each indicator in the codebook per concept. GLLM models, thus,

were demonstrated to offer a cost-accessible option for automatic coding even of sophisticated con-

cepts, such as rationality; as long as the research objective does not require the highest levels of anno-

tation accuracy.
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However, caution should be observed when using GLLMs to classify our concepts. The details pre-

sented in Appendix D show an even larger variance in precision, recall and F1 for the different positive

andnegative predicted classes amongGLLMs thanobserved for rule-basedmeasures. For example, the

recall for the presence of rationality ranged from0.14 to 0.93 (for simple prompts inGPT4-Turbo and the

combinedmeasurebasedonverbatimcodebookprompts inLlama3.1:70b, respectively). Therefore,we

recommend reporting full classification performance results when using a GLLM. If no further manual

annotation is added, we also recommend prioritising minority class performance over majority class,

since our results show this is the more challenging case for GLLMs. The more evenly a GLLM performs

across classes, and across precision and recall, the more likely its results substantially match those of

human coders and lead to replicable results across studies using different methods or models.

Comparing the performance of different GLLMs yielded surprising results. Although OpenAI claims

both GPT4o and GPT4-Turbo beat open-source models, such as Llama3.1:70b, across industry bench-

marks (OpenAI, 2024a), our findings demonstrate that Llama3.1:70boutperforms eachof them in terms

of macro F1 on rationality and interactivity. Part of this might be due to the lack of prompt engineering

to tailor prompts specifically towards the best performance for theOpenAImodels because the prompt

effect was only explored and tested on Llama3.1:70b here. However, recent work suggests that bench-

mark performance of GLLMsmight be inflated, since these benchmark tasksmight be part of the train-

ing data (Dong et al., 2024; Mirzadeh et al., 2024). This opens up the possibility that the performance of

different GLLMs might vary depending on the task, especially on newly annotated data and concepts

that are less common in public datasets.

Therefore,we recommend tonotblindlyuse themost recent andpopularGLLM that is available; but

rather to evaluate their respective performance against a freshly coded dataset. Also, the strong per-

formance of Llama3.1:70b shows that open-sourcemodels can be competitivewith proprietarymodels

like those fromOpenAI. At least for the four concepts tested in this study, a choice forbetterdata security

could go hand in hand with optimal performance.

4.13 Conclusion

We evaluated a large number of automaticmeasures compared to an original, manually coded dataset

of user comments that replied to awide diversity of news shows; ranging from satirical to hard news on

two different online platforms. We provided a challenging case for our automaticmeasures since word

choice and language style are likely dependent on the genre and platform, which would benefit from

a human interpretation. By comparing rule-based measures, supervised machine-learning classifiers

(traditional and fine-tuned transformer) andmodern generative AI, this study demonstrates the poten-
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tial of using automaticmethods tomeasuremore complex, but important constructs that are central to

the democratic quality of online debate: interaction, diversity, rationality and (in)civility. Overall, the

modern transformer-basedmodels and GLLMs outperformed the older methods.

Even though all automatic measures included in this study struggled to fully replicate manual cod-

ing results, we believe the more recent approaches did a decent job considering the complexity of the

tested concepts. Given that computational communication is a fast-moving field andnewmethods con-

tinuously become available, this shows great potential for the application of suchmeasures to support

theory-driven communication research. But our results also give a clear warning to not blindly apply

what others have used: Despite being widely used, some approaches and implementations performed

so poorly that they are not suitable for studying debate quality.

5 Translating findings to final metrics

So far, we have discussed what indicators we aim to measure for the quality of online social media

debates and the performance of various classifiers for some key concepts. However, the TWON project

has specific needs thatwarrant a tailored set of indicators. This sectionwill first lay outwhich indicators

aremost suitable for the TWONproject and thendiscuss the performance of someadditional indicators

thatwe feel areuseful in theTWONcontext. Itwill alsodiscuss how theproposedmetrics canbeapplied

to research questions at different levels of debate, i.e., at the user, thread, topic, or platform levels.

5.1 Selectingmetrics for summative deliberation

Building on Chapter 3 we would like to pursue a summative route to measuring debate quality for

TWON. To do so we need to fit specific metrics for each indicator described in the summative column

of Table 3. The example indicators listed there are:

– exposure

– engagement (likes/comments)

– sharing information

– diversity of traditional news exposure

– diversity of user and political actor exposure

– inclusion of fact-check info where possible

In Chapter 3we explain how this initial list of indicatorsmust be fitted to the research project andmight

be further refined. For TWONwe propose to group them into exposure, engagement, participation, di-

versity of exposure and quality of exposure. While mostly similar this list deviates in some respects
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from that of Table 3. First, we now group the diversity of news, user and political actor exposure into

one diversity category. This is mainly a simplification based on the currently foreseeable TWON stud-

ies thatwill focus on general public discussions among general participants centred around system-fed

news articles [see first and second field study]. Second, we replaced the suggested quality indicator of

fact-checking with the more encompassing quality of exposure. This is because we are not just inter-

ested in debating on factually correct information, but in initiating a proper debate in the sense of ex-

changing arguments more broadly. Especially, since previous research (Wessler, 2018; Dahlberg, 2001;

Esau et al., 2021) showed that such debate is often lacking on social media, the presence of elements

of reasoning (described as ‘rationality’ in Chapter 4) can be seen as a signal of some quality within a

comment. However, if any TWON or related studies would choose or find it appropriate to addmetrics

for fact-checking/misinformation, or to calculate individual diversity metrics for exposure to political

actors or news contentwewould highly support that. The proposed diversitymetric is suitable for such

applications.

In addition to simplifying some indicators, we also add a new one: whether content is political or

not. This is because the TWON project is specifically interested in political debate. Therefore it makes

sense to measure whether a participant is not just exposed to, engaged with or shares content, but

also whether and to what degree this content is political. We also define diversity in terms of ideolog-

ical diversity, in line with the measurements discussed in Chapter 4 to reflect this political dimension.

However, aswill beproposed inChapter 6 full deliberation requiresmore than thebalanced inclusionof

ideological perspectives but rather needs a variety of arguments related to an issueof commonconcern

(see Chapter 3. We currently do not have such ametric that is also adequately validated for operational

use, but we will present some initial tests in Chapter 6. Finally, we need to propose which classifiers to

use for political content, diversity/ideology and quality/rationality. The following paragraph will dis-

cuss these issues.

5.2 Classifying content as political

We thus need a classifier to determine whether content is political or not. We tested the performance

of a variety of prompts in both Meta’s Llama3.1:8b, Llama3.1:70b and OpenAI’s GPT4, GPT4-Turbo and

GPT4o on the German X-data collected and manually annotated by Heseltine and Clemm von Hohen-

berg (2024) (N = 700). We used the samemodel specifications and setting as described in Appendix C.4

except for the Llama3.1 temperature setting which we further reduced from 0.1 to 0, results showed

this had no measurable consequence on performance. We used the same prompt as Heseltine and

Clemm von Hohenberg (2024). Table 10 shows the performance of these classifiers.
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Table 10: Precision, Recall, F1-score, and N for classifying a post as political or not using differentmod-
els.

Precision Recall F1 score N

Llama3.1:8b

0 (No) .81 .83 .82 202

1 (Yes) .93 .92 .93 489

Accuracy .89 691

Macro average .87 .87 .87 691

Llama3.1:70b

0 (No) .86 .78 .82 202

1 (Yes) .91 .95 .93 498

Accuracy .90 700

Macro average .89 .86 .87 700

GPT4

0 (No) .66 .97 .79 202

1 (Yes) .98 .80 .88 498

Accuracy .85 700

Macro average .82 .88 .83 700

GPT4-Turbo

0 (No) .66 .96 .78 202

1 (Yes) .98 .80 .88 498

Accuracy .85 700

Macro average .82 .88 .83 700

GPT4o

0 (No) .60 .99 .75 202

1 (Yes) .99 .73 .84 498

Accuracy .81 700

Macro average .80 .86 .80 700

The table shows how performance is quite good across all these models, but perhaps surprisingly,

similar to rationality and interactivity inChapter 4, Llama3.1outperformedOpenAI’sGPT4-models. One

potential reason could be that the performance we report here for GPT4 is lower than that reported in

the original article by Heseltine and Clemm von Hohenberg (2024). This could be due to chance since

our randomseedmight have differed from that of the two runs considered byHeseltine andClemmvon

Hohenberg (2024). Another possibility could be that GLLM performance might vary over time even
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within a specified model-version (Barrie et al., 2024). In any case, the performance of Llama3.1:70b

is good and themodel is open source and installed on the server where we run our TWON field studies,

so its performance should be reliable for our purposes. We therefore recommend using this model.

Although theperformance isalreadyquitegood,weconsideredwhetheraGerman languageprompt

would work better. The prompt used here is worded in English, to see if this made a difference our na-

tive German-speaking TWON colleague SimonMünker translated the prompt to German. We tested the

performance of this prompt using the best-performing model from Table 10 (Llama3.1:70b). The per-

formance of this prompt was relatively speaking disappointing with amacro F1 of 0.77, ten percentage

points below that of the English language prompt.

5.3 Classifying ideological leaning of content in German

As explained above, we define diversity in line with the analysis in Chapter 4 in terms of ideology. To

arrive at a metric suitable for TWON we considered two additional steps on top of the results in Chap-

ter 4. We tested the performance of different prompts and conceptually translated the metric from the

comment to the thread level. Both will be discussed in turn.

Since we already have political content annotated from the metric described in the preceding sub-

section, we simplified the prompt used for ideology to the one used by Heseltine and Clemm von Ho-

henberg (2024). This prompt differs from theprompt used in Chapter 4which includedmoredetail than

needed (i.e. categories ‘ideologyabsent’ and ‘ideologypresentbutuncleardirection’) nowthatwehave

already classified political content. Also, we now test our metric on German data and the prompt used

byHeseltine andClemmvonHohenberg (2024) specifically refers to theGermanpolitical context. Their

prompt was worded in English, to make sure this did not affect the performance we considered three

German translations which differed in the degree in which political ideology labels were converted to

the German political context (i.e. (1) Links/Mitte/Rechts; (2) Linksliberal/Mittlere Mitte/Konservativ; (3)

Liberal/Moderate/Konservativ, rather than the English liberal/neutral/conservative).

We tested theperformanceof thesepromptsusingLlama3.1:70busing theHeseltineandClemmvon

Hohenberg (2024) prompt again on the German X-data collected andmanually annotated by Heseltine

and Clemm von Hohenberg (2024) (N = 700), for model specifications and setting see Appendix C.4.

Table 11: Precision, Recall, F1-score, and N for different ideology prompts.

Precision Recall F1 score N

English prompt

Liberal .62 .82 .71 115
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Table 11: (continued)

Precision Recall F1 score N

Neutral .92 .85 .88 503

Conservative .66 .67 .67 82

Accuracy .82 700

Macro average .73 .78 .75 700

German prompt 1

Links .76 .55 .64 113

Mitte .84 .95 .89 498

Rechts .87 .46 .60 74

Accuracy .83 685

Macro average .82 .65 .71 685

German prompt 2

Linksliberal .64 .79 .71 114

Mittlere Mitte .90 .90 .90 486

Konservativ .86 .53 .65 68

Accuracy .84 668

Macro average .80 .74 .75 668

German prompt 3

Liberal .62 .56 .59 108

Moderate .86 .91 .88 475

Konservativ .73 .55 .63 66

Accuracy .81 649

Macro average .74 .67 .70 649

Again, theEnglish-wordedpromptperformedbest. TheGerman-wordedprompt2, using theLinkslib-

eral/Mittlere Mitte/Konservativ labelling has about equal performance and better accuracy, but this is

mostly due to the easier majority ‘Mittlere Mitte’-class, which is the substantially less interesting one.

We therefore prefer the slightly superior performance of the English-worded prompt on the minority

class of Conservative (F1 macro 0.67 versus 0.65), but arguably, this can be considered a matter of

taste. We then tested which model performed best using this prompt. To increase reproducibility we

decreased the temperature setting from 0.1 to 0, similar to the procedure used above for the political

nature of comments.

Deliverable D-5.2 March 31, 2025 52



Table 12: Precision, Recall, F1-score, and N for ideology using different models (temperature zero).

Precision Recall F1 score N

Llama3.1:8b

Liberal .55 .55 .55 111

Neutral .85 .85 .85 499

Conservative .46 .44 .45 81

Accuracy .76 691

Macro average .62 .62 .62 691

Llama3.1:70b

Liberal .62 .81 .70 115

Neutral .92 .86 .89 503

Conservative .70 .68 .69 82

Accuracy .83 700

Macro average .75 .78 .76 700

GPT4

Liberal .59 .88 .70 115

Neutral .95 .78 .86 503

Conservative .57 .78 .66 82

Accuracy .80 700

Macro average .70 .81 .74 700

GPT4-Turbo

Liberal .51 .86 .64 115

Neutral .94 .79 .86 503

Conservative .66 .70 .68 82

Accuracy .79 700

Macro average .71 .78 .73 700

GPT4o

Liberal .64 .88 .74 115

Neutral .94 .83 .88 503

Conservative .63 .76 .69 82

Accuracy .83 700

Macro average .74 .82 .77 700

Table 12 shows that changing the temperature setting had little effect on the performance of the

Llama3.1:70b model. It also shows that the performance of all large GLLMs is fairly similar. Only the

smaller Llama3.1:8b performs slightly less well. Given the better replicability of Llama3.1:70b com-
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pared to the OpenAI models, and since we have a stable version running on the TWON server at the

University of Trier, it’s better security in terms of data privacy and lower costs per iteration since we

host it locally, we prefer Llama3.1:70b for TWON.

5.3.1 Classifying the quality of content

As explained abovewewill build on the results of Chapter 4 to classify the quality of content and define

it in line with the rationality measure defined and discussed there. In terms of classifiers Table 8 in

Chapter 4 shows that the fine-tunedBERT-model achieves the best performance, however, thismethod

requires manual coding of a suitable sample of any TWON simulation. Therefore, TWON researchers

might opt for the best GLLM instead, since it can be applied out of the box.

Table 8 shows that the performance for this GLLM, Llama3.1:70b, is inferior to that of the fine-tuned

BERT transformer. However, this could be partly due to particularities in the relatively small test set (N

= 773). Results on the training set (N = 3089) reported in Table 29 in Appendix D are much better and

the F1macro average of Llama3.1:70b iswith 0.69 only 3 percentage points removed from themacro F1

averageof 0.72of the fine-tunedBERT (seeTable 8 inChapter 4). Asdiscussed inChapter 4) thedecrease

inperformancebetween the training and test set couldbedue tooverfitting since variouspromptswere

used to find the best fit. However, in our case, the number of prompts tested for rationality was only

four, so thedanger of overfitting is limited. Also if overfittingwas aproblem inour casewewould expect

the performance in the test set to be lower than the training set across all or most concepts, since we

followed the same procedure for each of them. However, a comparison between the performance of

Llama3.1:70b on the other variables reported in Chapter 4) on test and training set gives little reason to

assume structural overfitting. For interactivity, incivility and diversity:liberal themacro average F1 was

equal in the training and test sets, while themacro average F1 for diversity:conservative even increased

from 0.78 on the training set to 0.81 on the test set.

In sum, we propose to use Llama3.1:70b to classify quality/rationality for TWON, but if researchers

want to be on the safe side they should finetune a BERT model (see Weber and Reichardt (2023) for a

similar argument).

5.4 From comment to debate

So far this chapter has explained we propose to use exposure, engagement, participation, diversity

of exposure and quality of exposure as debate quality indicators for TWON and that English-worded

prompts for Llama3.1:70bwork best to classify political content and ideology. Exposure would then be

operationalized as exposure to political comments, engagement as liking or sharing such comments,
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participation as posting such comments, diversity as the ideology of such comments and quality as the

degree towhich these comments are rational. However, TWON is geared towards improving the debate

in general, not only for a single user. It can therefore be helpful for specific research applications to

broaden these indicators to apply to the thread level or higher. In this way, they can help evaluate

which discussion threads have a higher debate quality than others, or which platform settings help

foster better debate.

This move involves aggregating information from the individual to the aggregate level. We will do

so at the thread level here, but the same procedure can be used for other levels, such as on a topic

or platform. Threads contribute more to relevant exposure if they contain more political comments,

likewise if more political comments in a thread are liked or shared it contributes more to engagement,

if more people contribute posts in a thread it helpsmore for participation and if a thread containsmore

rational comments contributing arguments and evidence it is of higher quality. Things are a little more

complex for diversity/ideology.

5.4.1 Diversity

For diversity in terms of ideology, a good balance between left and right-leaning content is often pre-

ferred (Loecherbach et al., 2020). However, there is a fundamental difference between such common

applications and the TWON setting. The traditional balance approach is focused on perception, i.e. the

diversity of the comments available to a reader or watcher, which is fitting for one-to-many media like

newspapers or TV. Social media platforms, on the other hand, are many-to-many and offer the oppor-

tunity to participate in the debate. To reflect the diversity of participation, having a diversity metric

thatmeasures the contribution of a particular comment to the diversity of a thread can be helpful since

it allows diversity to be applied to exposure, engagement and participation while acknowledging the

context of the thread.

A naive balanced ideology approach could measure the diversity of participation by whether a sin-

gle person has posted comments fromdifferent ideologies, but thiswould obviously be an odd require-

ment. Amore reasonable traditional balancedapproachwouldbe to collapsediversityof exposurewith

diversity of participation and measure whether people from different ideological backgrounds con-

tributed to a thread. However, from the perspective of deliberative democracy, it should also matter

whether people from one ideological background only participate with like-minded people in threads

– or echo chambers – of like-minded comments or whether they actively engage with comments from

the other ideological side and contribute to threadswhere their views are theminority. This appears to

be a key requirement for the ‘openness’ and ‘inclusion’ criteria of deliberative democracy to be enacted
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(Leeper and Slothuus, 2018). In this way, diversity of participation can be measured simultaneously at

the thread and the person level.

We therefore propose to measure diversity at the comment level to reflect the contribution a com-

mentmakes to the ideological balance in the preceding comments in the thread. We proposed param-

eter δ to reflect this contribution. As a first step, we propose a simple implementation to give each com-

ment a δ of 2 if it expresses a viewpoint from theminority ideology within a thread and 0 if it expresses

a viewpoint from the majority ideology. For example, if someone posts a right-leaning comment to a

thread of 3 preceding right-leaning comments, this post does not add to the ideological diversity of the

thread. If the same commentwas added to a thread of two left-leaning andone right-leaning comment,

it adds a diversity of δ = 2 to the thread. After this latter comment has been added to the latter thread,

this thread now consists of two left-leaning and two right-leaning comments. If another right-leaning

comment is addedwestill consider it tobemorediverse since thedebate isprogressing, however, it also

deviates from the ideal balance of equal attention to both sides, therefore, we add a δ of 1 rather than

2 for such ties. Finally, we consider comments that balance ideological leaning within the comment,

or political comments without a clear ideological leaning equally relevant for the diversity of a thread,

since bridging ideological divides and adding factual or neutral evidence to a debate can be just as con-

ducive to the deliberative goal of searching solutions to common problems (see f.e. Dahlberg, 2007),

therefore we consider themajority ideology not just in terms of left and right, but left, right and centre.

Future work may consider the effects of further refined versions of δ.

5.4.2 A note on visibility

In the move from measuring debate quality for legacy media like newspapers or TV to doing so for

online social media platforms, there are two more differences to consider. First, content analyses of

deliberation often implicitly assume the content to be coded post-hoc, i.e. after a debate is finished.

Researchers can investigate whether all sides had equal opportunity to present their arguments. On

social media platforms, like TWON, this can be problematic since debates there have no fixed end date.

Social media debates can be continuous and unfolding, new comments can be added to threads years

after they have been initiated, and researchers might want to measure diversity at different time in-

tervals and even include it in real-time recommendation metrics. Second, on social media platforms,

users often don’t see all comments in a thread. Top comments are likely to be more visible and there-

fore matter more for the ideological diversity of a thread to most users. Order of comments matters,

if a thread only has left-leaning comments for the first twenty comments or so, before another twenty

right-leaning comments follow such thread might be perceived differently than threads that alternate
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left and right-leaning comments. Therefore considering whether a user or TWON participant was actu-

ally exposed to a certain post at a relevant time interval would matter for the debate quality. Since the

example above is on debate quality at the thread level such exposure is assumed, but other research

objectives like evaluating debate quality at the platform level should take visibility into account for the

diversity and rationality metrics.

6 Additional explorations

As explained in 5 we propose ideological diversity as the diversity metric for TWON, but this is mainly

due to the lack of better alternatives. This chapter will describe the results of our effort so far to con-

struct and validate such ametric. The first paragraphswill showhow themainmetricwe propose failed

to pass the usability tests and is hence not ready for TWON. Furthermore, we will test some varieties

upon that initial metric that show some promise, but as of yet, do not meet the standards required

for TWON application. Most importantly they are not yet validated against a tailormade hand-coded

validation set.

6.1 Introducing claim diversity

Diversity is a concept central to many key problems within current democracies: A lack of diversity is

the key concern of studies on filter bubbles and echo chambers. Deliberative perspectives on democ-

racy requirecitizens tocooperate tosolvecommon issuesbysharing insightsandbeingopen to learning

fromothers. Diversity of opinions and information is a key requirement for this to happen. It, therefore,

may be surprising that various recent literature reviews conclude that, although a plethora of methods

have been proposed, the field has yet to come up with a valid general metric for deliberative diver-

sity (Bächtiger and Parkinson, 2019; Goddard and Gillespie, 2023; Joris et al., 2020; Loecherbach et al.,

2020). To address this gap, we propose a theoretically grounded, yet general, computational metric

of deliberative diversity for social media platforms. We use a state-of-the-art, open-source, local GLLM

(Llama 3.1) to find the claimsmade in each comment and evaluate the diversity of these claims via the

distances between their embeddings using a state-of-the-art open source embedding model (Mixed-

bread AI: mxbai) 4.
4https://huggingface.co/mixedbread-ai/mxbai-embed-large-v1, this model is currently on the leaderboard of best models

on benchmark dataset performance for STS (Semantic Text Similarity) and Pair classification see https://huggingface.co/s-
paces/mteb/leaderboard
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6.2 The difficulty of measuring diversity

A key problem why diversity is hard to pin down is that it depends so much on context: it is not an

attribute of a specific text in itself. Diversity is an aggregate quality of, for example, a conversation,

news report or outlet, not a property of any text in isolation. Traditionally, though, communication

scientists are accustomed to treating single texts as the unit of analysis. Scholars have taken one of

three different routes to tackle this issue: They propose a measure of diversity for their specific case,

which would then need to be redefined to generalize to other contexts (e.g., Voakes et al., 1996); they

reduce diversity to some larger, easier to measure and more fixed set of categories like partisan slant,

actors or topics (see Joris et al., 2020); or they abandon any specific substantial criteria and look for

anything indicating the opposite of similarity (e.g., Welbers et al., 2018). While the first approach is

difficult to generalize and apply to vast amounts of (online) data, from a deliberative perspective the

top-down nature of the second approach is too coarse and fails to incorporate how new information is

introducedandshared, and the thirdapproachdoesnotdiscriminatebetween theoreticallymeaningful

andmore arbitrary differences like the writing style.

6.3 Ourmetric

We propose that the abilities of Generative Large Language Models (GLLMs) might present an opportu-

nity to combine the tailor-made and granular advantages of context sensitivity from the first approach,

with the scope of the more generalized second and third approaches. GLLMs can analyze the informa-

tionpresented in anunseen text andprovide uswith the categories needed for diversity in a bottom-up,

yet computationally scalable way. We draw onwork on argument quality (e.g., Wachsmuth et al., 2017)

and deliberation (Stromer-Galley, 2007) and select “claims” as our basic unit to construct our list of

categories. Bächtiger and Parkinson Bächtiger and Parkinson (2019, pp 24-5) argue that “deliberation

can be defined according to a relatively strict ‘core’ of values which are reason-giving linked to claim-

making and listening”. Claims are thus central units of information within the deliberative process. We

then propose to either prompt the GLLM directly for the difference between the claims or to calculate

the deliberative diversity of a corpus, as the average distance between the embeddings of the claims

found in that corpus. In this way, we can differentiate corpora with many similar claims from those

with more mixed or different claims. This method can, in principle, be used on any text and produce

diversity statistics on the go, for example, to use in a ranking algorithm for a social media feed.
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6.4 Procedure

We calculate our metric using the following steps:

1. We give the following system prompt5 to Llama3.1:70b:

Instruction:

Youarea textannotationassistant. Analyzeasocialmediacommentenclosed inchevrons

<..>. Identify and list the claims within this comment. Claims can be related to events,

issues, opinions or concerns. Claims are defined as the main assertion or conclusion

of an argument. You summarize each claim into a short simple sentence.

Response format:

You provide only the list of claims, separated by commas, without any additional text

or explanations. If no claims can be identified, return an empty list [].

Response format template:

[”claim 1”, ”claim 2”, ... ”claim x”]

2. We pass the following user prompt including the comment in question:

The following set of social media posts are replies to a news- or infotainment-post.

Checkwhetheryouranswer strictlyadheres to thespecified format. ”Posts”: <row[”com-

mentText”]>

3. We store the claims per comment in a pandas dataframe.

4. We pass the set of claims per comment to mixedbread using the following prompt:

You help me get embeddings for a sentence. I provide you with a context and a sen-

tence and you reply only with that exact sentence. Context = ‘claims made in social

media replies to a news- or infotainment-post’; Sentence: <claims>

5. We store the embeddings in a new column in the dataframe.

6. We calculate mean pairwise Euclidian distances between embeddings per group.

6.5 Test and validation

To validate thismetric we first explore whether it canmeaningfully distinguish between the diversity of

debate on different platforms (YouTube vs Twitter/X) topics or threads present in the dataset described
5We used GPT4o for prompt improvement
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in Section 4. As a benchmark, we provide similar metrics for the distances between the mxbai embed-

dings of the original posts and also the distances between tf-idf representations of post and claims.

Such tf-idf representations have been used in earlier work on diversity (de Vries et al., 2022).

6.5.1 Diversity of posts

Table 13 shows the average distances between each comment from each platform to each of the com-

ments of the other platform and vice versa. The results show that the distances between comments

withinaplatformareaboutas largeas thosebetweencommentsbetween theplatforms. Consequently,

either the contentonbothplatforms is similar, or thismetric cannotmeaningfullydiscriminatebetween

the content of these platforms. Perhaps the content does vary, but this variance isn’t captured by these

basic representations. Table 14 shows the same distances, but now for mxbai embeddings. These em-

beddings have been specially developed for similarity tasks6 so perhaps they can better grasp the dif-

ferences between the content on the different platforms. However, the results in Table 14 show this

is not the case: the average distance among YouTube comments is larger than that between YouTube

and Twitter comments. Tables 15 and 16 show similar results for different topics (see Appendix A.2 for

details on the construction of topics). Although we need a more detailed manual content analysis to

verify these results and find out whether they are due to the inability of tf-idf and mxbai to pick up on

relevant differences or whether results correctly reflect the absence of such differences, these results

question whether tf-idf representations andmxbai embeddings of posts could be useful for TWON.

YouTube Twitter/X
YouTube 1.3871 1.3785
Twitter/X 1.3785 1.3664

Table 13: Average pairwise distances between tf-idf of comments between platforms

YouTube Twitter/X
YouTube 8.2750 7.5134
Twitter/X 7.5134 6.0605

Table 14: Average pairwise distances betweenmxbai embeddings of comments between platforms

6.5.2 Diversity of claims

Perhaps the posts themselves differed in too many unrelated aspects like style or grammar which dis-

tracted the embeddings from focussing on the substantial arguments used. Therefore our metric does
6https://www.mixedbread.ai/docs/embeddings/overview
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YT general YT_Mueller/Comey YT_Economy YT_Middle East Twitter general
YT general 1.3646 1.3802 1.3802 1.3804 1.3677
T_Mueller/Comey 1.3802 1.3905 1.3933 1.3935 1.3814
YT_Economy 1.3802 1.3933 1.3913 1.3934 1.3813
YT_Middle East 1.3804 1.3935 1.3934 1.3910 1.3817
Twitter general 1.3677 1.3814 1.3813 1.3817 1.3664

Table 15: Average pairwise distances between tf-idf of comments between topics

YT general YT_Mueller/Comey YT_Economy YT_Middle East Twitter general
YT general 7.7612 8.0753 8.0740 8.2375 7.1791
YT_Mueller/Comey 8.0753 8.1638 8.3296 8.4557 7.5444
YT_Economy 8.0740 8.3296 8.3254 8.4921 7.5422
YT_Middle East 8.2375 8.4557 8.4921 8.5103 7.7297
Twitter general 7.1791 7.5444 7.5422 7.7297 6.0605

Table 16: Average pairwise distances betweenmxbai embeddings of comments between topics

not consider theoriginalposts, but rather theclaimsmadewithin them. Table17shows thepairwisedif-

ferences between claimsmade about different topics. Again the results show that the embeddings fail

to differentiate meaningfully even between topics with the largest average pairwise distances among

YT Middle East comments (8.5) rather than between any of the topics. This is quite surprising, given

that the similarity of embeddings also underly topic models such as BERTopic7. The embeddings of

both our posts and our claims cannot meaningfully distinguish between different topics.

Figure 1 confirms that claims added little to explain the differences between comments on top of

their original texts, as the cosine similarities of both mxbai embeddings are extremely large.

YT general YT_Mueller/Comey YT_Economy YT_Middle East Twitter general
YT general 17.0677 17.2220 17.2865 17.4035 17.1921
YT_Mueller/Comey 17.2220 16.9826 17.3383 17.3903 17.3090
YT_Economy 17.2865 17.3383 17.3873 17.5042 17.3870
YT_Middle East 17.4035 17.3903 17.5042 17.3745 17.5199
Twitter general 17.1921 17.3090 17.3870 17.5199 17.1842

Table 17: Average pairwise distances betweenmxbai embeddings of claims between topics

Table 19 shows that this result is not due to the large number of comments per topic in whichmore

detailed differences cancel out. The table shows that mxbai embeddings of claims also can’t differen-

tiate between the different threads related to different YouTube videos. Although for each thread there

are threads to which its comments differ more than among themselves, differences are small.

In sum, we must conclude that these first tests for the usability of embedding distances of either

posts or claims with simple tf-idf or advancedmxbai embeddings hold little promise for TWON.
7see https://maartengr.github.io/BERTopic/getting_started/embeddings/embeddings.html
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Label Original Video Title
Haley: Airstrikes Haley: Airstrikes ”crippled” Syria’s chemical weapons program
Duck Dynasty ‘Duck Dynasty’ stars on dangers of the ‘liberal left’
Hannity Panel ‘Hannity’ panel on the important questions Mueller needs to answer
AOC’s Chief AOC’s chief of staff resigns amid multiple controversies
Anderson Cooper Anderson Cooper lays out questions surrounding Mueller report
Hannity: Trump Hannity: Trump puts Iran on notice after drone shot down
John Berman John Berman: Is it even news when the President lies?
Monologue: Trump’s Monologue: Trump’s ”Got Away with Treason” Tour | Real Time with Bill Maher (HBO)
Sanders: Bolton Sanders: Bolton is a guy who likes war
Source: Trump Source: Trump attended 2015 hushmoney meeting
Teacher Fired Teacher who said she was fired over topless selfie says she ‘lost everything’
Trump Talks Trump talks race, football, foreign policy andmore ahead of the Super Bowl
Trump: US, France Trump: US, France and UK launch strikes on Syria

Table 18: Labels and Original Video Titles
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Haley: Airstrikes 5.5076 6.6594 6.3064 5.9904 5.8897 6.2361 5.9038 6.0900 6.2891 6.1456 6.6184 6.0661 5.9634
Duck Dynasty 6.6594 6.2181 6.6248 6.4182 6.2806 6.8820 6.3138 6.3693 6.7278 6.4959 6.6786 6.4088 6.1688
Hannity Panel 6.3064 6.6248 5.9051 5.9218 5.7841 6.3854 5.6944 5.8915 6.3142 5.9617 6.5590 6.0015 6.2121
AOC’s Chief 5.9904 6.4182 5.9218 5.3846 5.5930 6.1263 5.4380 5.6616 6.0361 5.7046 6.3729 5.7572 5.9580
Anderson Cooper 5.8897 6.2806 5.7841 5.5930 5.0361 6.0620 5.1652 5.5170 5.9695 5.5436 6.1840 5.5480 5.7750
Hannity: Trump 6.2361 6.8820 6.3854 6.1263 6.0620 6.0443 5.8998 6.1455 6.3461 6.2116 6.9459 6.1634 6.4436
John Berman 5.9038 6.3138 5.6944 5.4380 5.1652 5.8998 4.6841 5.3307 5.8454 5.3695 6.2559 5.4352 5.8054
Monologue: Trump’s 6.0900 6.3693 5.8915 5.6616 5.5170 6.1455 5.3307 5.2788 6.0189 5.7047 6.3361 5.6006 5.8148
Sanders: Bolton 6.2891 6.7278 6.3142 6.0361 5.9695 6.3461 5.8454 6.0189 5.9489 6.1213 6.7696 6.0803 6.2384
Source: Trump 6.1456 6.4959 5.9617 5.7046 5.5436 6.2116 5.3695 5.7047 6.1213 5.4819 6.3995 5.8173 6.0593
Teacher Fired 6.6184 6.6786 6.5590 6.3729 6.1840 6.9459 6.2559 6.3361 6.7696 6.3995 5.7365 6.3672 6.1645
Trump Talks 6.0661 6.4088 6.0015 5.7572 5.5480 6.1634 5.4352 5.6006 6.0803 5.8173 6.3672 5.3631 5.8562
Trump: US, France 5.9634 6.1688 6.2121 5.9580 5.7750 6.4436 5.8054 5.8148 6.2384 6.0593 6.1645 5.8562 5.3023

Table 19: Diversity in average pairwise distance of mxbai embeddings of claims per video-thread for
threads with 20 comments or more

6.6 Improving prompt diversity

We considered several potential improvements to our metric. Perhaps the problem of our initial ap-

proach detailed above was that embeddings are just too complex and multifaceted, capturing every-

thing from grammar to syntax, style and word use, to capture the diversity we are interested in. An-

other possibility is that the meaning of a comment might be context-dependent and therefore difficult

to graspbyanembeddingmodel that only considers that comment. Consider the comment ‘I disagree’:

It is unclear from this commentwhat the author disagreeswith. A third possibility is that our procedure

above embedded all claims per comment at once, but perhaps somewere diverse and otherswere not.

Grouping them might wash out the difference of that one claim. To test whether any of these factors

contributed to the results described above, we propose and test several variations upon our metric.

This paragraphwill explain our procedure and first results, comparingwhether different versions of our

metric are associated with manual annotated disagreement. Tests again use the dataset described in
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Figure 1: Distribution of cosine similarities between comment and claim embeddings per comment
over Public Sphere corpus

Chapter 4, but since thread context will now be taken into account we only include YouTube comments

of threads of 2 comments or more and exclude the first comment per thread (which serves as a refer-

ence and has no preceding reference in a thread to be comparedwith). The analyses in this section use

OpenAI’s GPT4o, for specification and settings, see Appendix C.4.

A first improvement for themetric could be to prompt the GLLM directly for any new information in

a comment rather than rely on embeddings for this, perhaps embeddings are too hard to interpret for

our use case and prompting the GLLM directly mightmake the task clearer for themodel. We therefore

developed the following system prompt8:

Instruction

Identify the degree of similarity of the information presented in a social media comment

with respect to preceding comments in a thread on an integer scale of 1 (completely dis-

similar) to 10 (identical). A score of 5 indicates that the comments share context or topic,

but otherwise present different information. Follow these steps:

1. You will receive a target comment in double chevrons <<...>> along with a JSON con-

taining the preceding comments and their comment_index enclosed in single chevrons

<...>.

2. Determine themost similar comment to the target comment in the preceding comments

in terms of the information they present. If only one preceding comment is provided pick

this comment as the most similar comment.

3. Find the comment_index of this most similar comment. If you can’t decide which com-
8We used GPT4o for prompt improvement
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ment is most similar, pick a preceding comment at random.

4. Identify the degree of similarity of the target comment with respect to that comment on

a range of 1-10.

5. If no target comment is provided or only ‘[]’ return an empty list [] as value for both the

most_similar_comment_index and the similarity_score, if you can’t decide on the

similarity score return an empty list for that value.

6. Always and only respond with the comment_index and similarity score.

Response format in JSON:

[

{

"most_similar_comment_index": "1",

"similarity_score": "1"

}

]

The prompt assumes an input of both the preceding comments in a threat as well as a target comment

and then evaluates to what degree this target comment presents any new information. We used the

following user prompt:

"Target comment":<<{row["commentText"]}>>,

"preceding comments":\n<{df.loc[:,["dataset_index", "commentText"]]

[:index].to_json(orient="records")}>

We did the same for the claims mined by GPT4o from all comments in YouTube threads with 2 posts

or more. The similarity scores per comment indicate how different this comment is compared to the

most similar preceding comment in a thread. The similarity scores per claimdo the same for each claim

compared to the preceding claims. If a target comment contained more than one claim, the most di-

verse claimwould be the claimwith the lowest similarity score to the precedingmost similar claim. The

similarity score of this claimwas then used as the claim diversity for this comment. All similarity scores

are therefore at the comment level to facilitate comparison.

The second improvement we considered was to give more context to the model on the meaning of

a target post in relation to the preceding comments in a thread. To do sowe developed a procedure we
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call ‘post expansion’. This consists of prompting a GLLM (in this case GPT4o) with the following system

prompt9:

# Instruction

Rephrase a social media post to reflect its meaning within the context

of a conversation thread:

1. You'll receive a thread in chevrons `<...>' and a target post in

double chevrons `<<...>>'.

2. If the post is clear without context, repeat it as-is.

3. If the post depends on context, expand it to include necessary details.

4. Respond with only the expanded post.

5. If the post does not refer to context provided in the thread,

or if in doubt, respond with the exact target post as you

received it. If no target post was presented reply with an empty list []

## Example

**Input**:

- Thread: <`Comment 1', `Comment 2', `Comment 3'>

- Target reply: `<<This is so relatable!>>'

**Output**:

- `[context from previous comments] is so relatable!'

**Text:

along with this user prompt:

"Thread":\n<{df["commentText"][:threadset].to_list()}>,

"Target reply":<<{df["commentText"][index]}>>

Since post expansionmight affectwhich claims are found in a postwe also ran the claimmining prompt

described in paragraph 6.4 on the expanded posts with GPT4o.

The third improvement we considered was that perhaps embeddings could work, but embedding

all claims at oncemight be too distracting for themodel, therefore we introduced an intermediate step

of finding themost different claim of a comment compared to the claims in the preceding comments in

a thread. To do so we embedded all comments and all claims individually using OpenAI’s ADA10 model

again using the secure Microsoft Azure platform. We used these embeddings to calculate the Euclid-
9We used GPT4o for prompt improvement

10”text-embedding-ada-002” see https://platform.openai.com/docs/guides/embeddings, the model has strong per-
formance on the MTEB industry benchmark, see https://huggingface.co/spaces/mteb/leaderboard
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ian distances for each comment/claim with respect to all preceding comments/claims in a thread. For

comments we then choose the minimal distance between the target comment and any of the preced-

ing comments as the ADA diversity distance for that comment. For claims we first need to determine

which claim is themost diverse per target comment. For each comment, we selected the claimwith the

largest (i.e. most diverse) pairwise distance to the closest (i.e. most similar) preceding claim.

Tables 20 and 21 show the results of our first validation tests of these improvements. We usedman-

ually coded disagreement as a baseline. Disagreement was defined in the codebook as:

“Does this commenter disagree with the comment of another discussant?”

Results should thus be interpreted with caution since this concept is related to but different from di-

versity. Also, the coders were asked to evaluate disagreement by only considering the comment itself.

Thus, disagreement should be expressed in the text rather than inferred from the context of the thread,

as we do in our approach. Still, we would expect that comments that show this disagreement should,

on average, be more diverse relative to the preceding thread than comments that did not show this

disagreement.

The first two rows in Table 20 show the mean similarity score (with respect to the most different

preceding comment/claim in the thread) for all comments labelled as 0=‘No’ or 1=‘Yes’ on disagree-

ment. The next two rows show the same but now based on the expanded posts, and the last two rows

again show the similarity scores for the expanded posts, but now only including posts manually coded

as ‘political’ (both as included comments and as potential preceding comments in the thread). Since

lower similarity scores point to more diverse comments, we expect that comments labelled as ‘Yes’ for

disagreement have significantly lower similarity scores than those labelled as ‘No’. Except for similarity

scores of original posts, all rows show a relation in the expected direction, but the single-sided t-test is

only significant for differencesbetween claimsbasedon theoriginal posts. Basedon these results there

is little reason to assume that prompting GLLMs for similarity scores is better than using embeddings to

determine diversity. Note that calculating similarity scores yielded a small number of missing values,

where the model did not return a usable score. For claims only posts could be used that included at

least one claim. However, more precise tests using amanually coded baseline of the diversity of a post

with respect to its political information relative to preceding posts in a thread would be a better and

more conclusive test of performance.

Table21 showssimilar t-testsbutnowbasedonADAembeddingdistances forbothposts andclaims.

As a reference, we also includedwhether a claimwaspresent in a target comment at all and the number

of claims. This is because it is conceivable that many comments could contain little information, for

example, one comment consists of just ‘sad’. Such comments are less likely to be disagreeing, which
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might explainwhy claimembeddings predict disagreement. Since larger embeddingdistances indicate

morediversity, weexpect larger averagedistances for comments labelled as 1=‘Yes’ compared to 0=‘No’

for disagreement. This is the case for all metrics, both based on original and expanded posts. Single-

sided t-tests show that differences are (nearly) significant for all but the embeddings for the original

posts, although the absolute differences in distances are limited. We do observe a strong effect on the

presence and number of claims. Note that the sample sizes for the different t-tests vary for several

reasons: the number of claims could be calculated regardless of whether a comment was preceded by

other comments in a thread, while a distance requires at least one preceding comment; some posts

had no claims, so distances to other claims could not be calculated; the post-expansion, claim mining

and embedding distance calculation procedures each yielded some missing values. The number of

comments labelled as disagreeing is also very limited, so all in all these results should be interpreted

with caution.

There does not appear to be a clear implication from these findings that expanded comments work

better than original comments, although claims appear to be a little stronger associatedwith disagree-

ment than the full comments. The results look promising but further testing is needed to ascertain this

new approach to measuring diversity validly captures manually coded diversity.

baseline disagreement
mean_disagreement=0 mean_disagreement=1 p_value t_stat n_disagreement=0 n_disagreement=1 n_total

original posts
similarity_score_comment 3.774 3.863 0.661 -0.416 1874.0 117.0 1991.0
similarity_score_claim 4.393 3.675 0.000 3.466 1781.0 117.0 1898.0
expanded posts
similarity_score_comment 4.216 4.115 0.319 0.470 1827.0 113.0 1940.0
similarity_score_claim 4.098 4.012 0.352 0.381 1079.0 84.0 1163.0
expanded political posts
similarity_score_comment 4.816 4.615 0.196 0.860 724.0 65.0 789.0
similarity_score_claim 3.912 3.612 0.117 1.199 637.0 67.0 704.0

Table 20: t-tests between the mean similarity scores and manually coded disagreement according to
GPT4o

baseline disagreement
mean_disagreement=0 mean_disagreement=1 p_value t_stat n_disagreement=0 n_disagreement=1 n_total

original posts
claim_dum 0.576 0.804 0.000 -6.461 2323.0 138.0 2461.0
claim_count 1.551 2.913 0.000 -5.528 2323.0 138.0 2461.0
closest_comment_embedding 0.677 0.679 0.344 -0.401 1878.0 117.0 1995.0
closest_claim_embedding 0.651 0.662 0.048 -1.679 943.0 82.0 1025.0
expanded posts
claim_dum 0.605 0.790 0.000 -5.092 2323.0 138.0 2461.0
claim_count 1.621 2.855 0.000 -5.127 2323.0 138.0 2461.0
closest_comment_embedding 0.662 0.671 0.051 -1.649 1878.0 117.0 1995.0
closest_claim_embedding 0.633 0.657 0.000 -3.392 1009.0 82.0 1091.0

Table 21: t-tests between claim counts and ADA embedding distances and manually coded disagree-
ment
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7 Conclusion

This report has discussed the potential contribution online socialmedia discussions canmake to (sum-

mative) deliberationandproposeda set of indicators tomeasure this contribution tailored to theTWON

project. By taking a summative approach to deliberation TWON can yield refined and novel insights on

the contribution of social media to deliberative democracy (Chapter 3). Chapter 2 presents a hands-

on and detailed implementation which can be used to apply these metrics to both TWON and exter-

nal data. Within TWON these metrics can help test the effect of different algorithms and dynamics on

debate quality. Outside of TWON they can be used to audit the ability of existing platforms to fulfill

deliberative goals. Chapter 6 looks beyond what is currently feasible and shows how advanced use of

generative AI might enable more fine-grained analysis in the future.

8 Appendices

A Overview of Manual Content Analysis

Table 22: Overview of included TV news shows and the number of manually annotated comments per
show.

Regular news n

60 Minutes (CBS) 150
ABC Nightline 172
CBS Evening News 170
Face the Nation (CBS) 155
Meet the Press (NBC) 51
NBC News 230
PBS NewsHour 30
The 11th Hour (MSNBC) 127
World News Tonight (ABC) 117
n regular-news 1202

Partisan news

Anderson Cooper 360 (CNN) 316
Hannity (FoxNews) 304
Hardball with Chris Matthews (MSNBC) 317
The Rachel Maddow Show (MSNBC) 37
Tucker Carlson Tonight (FoxNews) 371
n partisan-news 1345
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Table 22: Table A1. (continued)

Satirical news

Full Frontal with Samantha Bee (TBS) 124
Last Week Tonight (HBO) 136
Late Night with Seth Meyers (NBC) 216
Late Showwith Colbert (CBS) 251
Patriot Act with Hasan Minhaj (Netflix) 92
Real Time with Bill Maher (HBO) 242
The Daily Show (Comedy Central) 254
n satirical-news 1315

For both Twitter or YouTube, data were collected that contained the text that TV shows’ accounts

had posted to the respective platform, but also included all available additional details (i.e. metadata),

such as whether the post contained a video (for Twitter). The latter was used as a requirement (a) to

hold the conditions for both platforms comparable because YouTube per definition carries a video and

(b) to increase the likelihood that comments were directed at a news item and not to, for example, a

schedule announcement.

A.1 Details of Data Retrieval Procedures

YouTube. TheYouTubeDataAPI (v3)wasemployed toaccess the relevant informationofYouTubevideos.

The YouTube Data API has a default quota allocation of 10,000 units per day, and each API request in-

curs at least one unit quota (quota cost is determined by the request type). Due to the quota limit, the

collection of data lasted several weeks. Posts were collected that were sent between 2011 and 2019.

Three functions were developed to gather the data. First, video IDs of all the channels and playlists

were collectedusing the channels.list andplaylistItems.listmethodswith thepart parameter set to “id”.

Themaximumnumber of itemsper pagewas set to 50. Second,with the video-IDs fetched from the first

step, video information details (i.e., the title, description, datetime, view count, like and dislike count,

and comment count) were collected using the videos.list method with the part parameter set to “id”,

“snippet” and “statistics”. In total, the details of 58,252 news videos were stored.

Third, the top-level comments (comments that replydirectly to thesevideos; thus, theuser-comments

that are concentrated on in this study) were collected using commentThreads.list-method with the

fetched video IDs from the first step. Replies (comments that reply to the top-level comments)were col-

lectedusing comments.listmethodwith theparent comment IDs fetched from the top-level comments.

To get the respective username, like-count and reply-count of each comment, the part parameter was

Deliverable D-5.2 March 31, 2025 69



set to “snippet” for both the top-level comments and replies. Themaximum number of items per page

was set to 100.

In the end, a while-loop was created, within which all three functions were called. As a result, three

separate data frames (video_ids, video_info, and video_comments) were generated and stored in an

SQL database. A sleep time of 24 hours was also included at the end of the while loop; so, every time

the scraper hit the quota limit, it stopped calling the API for a day and re-fetched the API on the next

day. In total, 33.640.673 YouTube user comments were stored in the database.

Twitter. The Twitter API—access granted on academic research grounds—allowed the collection of

themost recent 3,200 tweets from a single user and an equal number of corresponding replies to those

tweets. The Python library “Twython” was used to collect tweets posted by the selected news shows

via the “get_user_timeline”-functionwith “tweet_mode”-parameter set to “extended” and “count”was

set to the maximum of 200 per request. A “while”-statement was used with the “get_user_timeline”-

function set to have a “max_id”-value of the last tweet collected to eventually reach the 3,200-tweet-

limit. The oldest tweet dated back to 2016.

Tweets by the news shows were collected along with all the variables and their metadata. The data

was saved in adata frameand later stored at an external SQL server as advisedbyOussalah et al. (2013).

In total, 4,895 tweets posted by the news accounts were stored.

The reply tweets (i.e., theuser comments thatweare interested in for this study)were, subsequently,

collected via the “search”-function set to search any tweets that were directed at the TV shows’ Twitter

handle. Further code was added to filter out the majority of replies tweets that were not direct replies

to our sample of collected tweets that included a video. Amaximum of 3,200 replies were acquired per

postwith a “while”-statementwith similar parameters to the onedescribed above. The “tweet_mode”-

parameter was set to “extended” and the “count”-parameter was set to the per-request maximum of

100. Retweets were not included in the collected tweets nor the replies to retweets and both datasets

were cleared of any duplicates. All the available variables found in the replies’ .json-file were collected

and stored at an external server before they were uploaded to the SQL database (n = 2.950.500 tweets).

A.2 Sampling

First, a stratified random sample was drawn from the large databases of tweets and YouTube posts of

the TV shows. For this selection of Twitter and YouTube posts by the TV shows, we then retrieved the

earliest comments (up to 20 maximum). The sample was stratified according to the three news genres

that were included, so this was evenly distributed among regular news, partisan news, and news satire

shows.
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To augment the similarity of what the comments are discussing, we used the Latent Dirichlet Allo-

cation Topic Model (LDA) approach to determine the most prominent themes in the scraped YouTube

videos (see Appendix C of Authors, 2022, for the full procedure). Three themes occurred asmost promi-

nent inU.S. TV news: theMueller/Comey investigation, Economy, and theMiddle East. All YouTube com-

ments responding to videos about these themes were selected employing a keyword search (Table 5c

of Authors, 2022), afterwhich a second stratified samplewas taken for eachof the three topics to ensure

that an equal distributionwas achieved of comments under videos of regular news, partisan news, and

satirical news shows. Approximately 3100 user-comments were selected for YouTube, and another 700

for Twitter, seeoverview inTable 23 ). The full sampleof 3,862 commentswas latermanually annotated.

Table 2. Overview of where user comments originate from.

Table 23: Overview of where user comments originate from.

Sample n

YouTube comments (general) 679
YouTube: Mueller/Comey investigation 828
YouTube: Economy 800
YouTube: Middle East 825
Twitter replies (general) 730
Total (n) 3,862

B Codebook items

Table 24: Overview of coded variables, their origin, and intercoder reliability.

Coding instruction K-α %-agreement Occurrence
(% of comments)

Interactivity:
Does this comment acknowledge a previ-

ously posted user comment or claim of an-

other discussant?

0.56 80.1% 26.0%

Diversity:
Howcan the comment be categorized in terms

of ideological direction?
Answer options:
o Absent (no political opinion) 0.58 - 57.9%
o Neutral (attacks both parties) 1.3%
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Table 24: (continued)

Coding instruction K-α %-agreement Occurrence
(% of comments)

o Left/Liberal/Democratic 20.4%
o Right/Conservative/Republican 15.3%
oHas direction, but unclear in which direction 5.1%

Rationality:
Does this comment try to justify its comment

with explicit reasoning or argumentation?

0.30 81.1% 8.9%

Does this comment analyze the background

of the issue?

0.23 83.2% 10.1%

Does this comment try to justify its argument

with an external evidence?

- 93.3% 2.5%

Incivility:
Does this comment contain targeted name-

calling?

0.57 88.4% 14.5%

Does this comment contain vulgar language? 0.69 88.9% 10.1%
Does this comment attack someone’s repu-

tation or integrity?

0.59 83.9% 22.2%

Does this comment question other people’s

intelligence or accuse their incompetence?

0.71 95.0% 8.7%

Does this comment use all-caps function to

express SHOUTING?

0.78 95.5% 10.5%

Does this comment contain sarcasm or satire

to target somebody/something else?

0.30 84.4% 10.3%

Does this discussant threaten individual

rights (e.g. one’s personal freedom to speak

or vote)?

0.32 98.0% 1.5%

Does this comment contain discriminatory

intent toward other people or groups?

0.14 94.9% 2.2%

Does this comment suggest or invoke vio-

lence?

0.50 99.0% 1.5%
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C Details of Model Construction and Selection

C.1 Rule-Based Measurements

Before applying the rule-basedmeasures, we lowercased, tokenized, and stemmedall comments in the

corpususing theNLTK-package (i.e., TreebankWordTokenizer andPorterStemmer) (Bird et al., 2009). All

dictionaries were stemmed as well to avoid amismatch between comments and dictionaries. For each

concept (interactivity, incivility, rationality, and diversity), we selected multiple automated measure-

ments that appeared to fit our purpose and could reasonably be selected by a researcher interested in

studying the normative standards of public discussion under the model of deliberative democracy.

Interactivity. No good text-based dictionary seems to exist to measure interactivity. Similar to

existing literature (e.g., Collins&Nerlich, 2015; Gruzd et al., 2011), therefore, thepresent study attempts

to simply capture interactivity by detecting@-mentions in comments. Note that for the Twitter-corpus

(i.e., repliesundera show’s tweet), eachentryalreadyconsistedof at leastonemention (i.e., responding

to the TV show’s original tweet), which was first removed before any further investigation.

Diversity. Again, it was difficult to find an appropriate dictionary for diversity. The best dictionaries

available to measure the partisan nature of comments focus on ideology, especially moral values (f.e.

see Zhou et al., 2024). We selected three versions of theMoral Foundation Dictionary (MFD). TheMFD is

designed tomeasure the ideological positionof the texts by examining the languages used in them, and

are both theoretically and empirically related to the partisan nature of text although the exact nature of

that relationship remains disputed (Graham et al., 2009; Haidt & Graham, 2007; Hopp et al., 2021). MFD

2.0 is anupdatedversionwith furtherenhancementofpsychometricproperties that should improve the

normality andpredictive validityof thedictionary (Frimer et al., 2019). TheextendedMoral Foundations

Dictionary (eMFD) is themost recent update, whichwas developed based on crowd-sourced annotated

texts (Hopp et al., 2021). Conservative and liberal are measured, respectively, by calculating the ratio

of corresponding words indicative of liberal values (fairness, care) and conservative values (authority,

loyalty, purity). Twodummyvariableswerecreated to represent the ideologyof eachversionofMFD: If a

comment hasmore conservativewords, the conservative variable is coded as 1, and the liberal variable

as 0, and vice versa. If the counts of conservative and liberal words are equal, both variables are coded

as 0.

Rationality. For rationality various formal text metrics from the field of computational linguistics

are available which are easy to implement and bear similarities to the concept, although it was more

difficult to find a good dictionary-basedmeasure. We selected the Flesch-Kincaid index (FK, see Flesch,

1948) and language formality (Heylighen&Dewaele, 2002)metrics tomeasure languagecomplexityand
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formality of comments. In addition to the original calculation, all scores from automated approaches

were later transformed todummyvariables aswell for further analysis (i.e., to calculate F1 scores, preci-

sion and recall). The Flesch-Kincaid indexwas recodedby calculating thedifference from themaximum

value, so higher scores indicatedmore reading difficulty. Since the FK score per se has no boundary be-

tween high and low, the mean of all data was used to create a dummy variable.

Another index used to measure rationality is the Integrative Complexity score (IC, Owens & Wedek-

ing, 2011). Dissimilar to the FK score, the IC score attempts tomeasure the semantic complexity of texts,

as reflected using certain words belonging to a prescribed category in the LIWC dictionary. Precisely,

the IC score is obtained by subtracting the number of words belonging to the negative category (e.g.,

exclusiveness, certainty, etc.) from the positive category (e.g., inclusiveness, causation, etc.). As count-

ing the positive category of sixl (i.e., words with 6 or more letters) is very sensitive to text length (r =

.98), we have taken the percentage of sixl rather than the absolute count of the category. The resulting

correlation has decreased to r = .07. The mean of all data was used to create a dummy variable.

Also for language formality the scale is normalized to a range from 0 to 100 (see formula below),

where the higher score indicates a stronger level of rationality. Such score reflects the deeper formal-

ity of language, which is often utilized to achieve mutual understanding by reducing the fuzziness and

context-dependent words, and simultaneously reinforcing the objectivity and accuracy. Therefore, for-

mality score is assumed to be a suitable measure for rationality. Frequency in the formula below de-

notes the “percentages of the number of words belonging to a particular category with respect to the

total number of words in the excerpt” (Heylighen & Dewaele, 2002, p. 309).

Formality = Freqnoun+Freqadj+Freqprep+Freqart−Freqpron−Freqverb−Freqadv−Freqintj+100

2

The dummy variable for formality score was split on theoretical grounds at 65, scores above that

indicate a formality level on parwith scientific texts (Heylighen&Dewaele, 2002). Similarly, the split for

the FK score was set at 60, denoting a 10th – 12th grade readability difficulty.

Incivility. Multiple dictionaries have been developed to measure the construct of incivility. We

identified six different dictionaries to be tested for this manuscript. These dictionaries include (1) Ksi-

azek et al.’s (2015) Hostility dictionary and (2) Ksiazek et al.’s Civility dictionary (reverse-coded), (3) the

Incivility dictionary developed by Muddiman and Stroud (2017), (4) the LIWC-22 (Boyd et al., 2022)11,

(5) Google’s What Do You Love Project (WDYL) Censored wordlist (Lewis, n.d.), and (6) the Hatebase

wordlist constructed by Hatebase.org (2020). All these dictionaries are recoded into dummy variables

(0 or 1), tomaximize the comparability with the hand-coded data. A comment was coded as uncivil if it

had at least one uncivil word.
11We used ‘simple swear’ which lists a comment as uncivil if the LIWC-22 swear score > 0.
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The rationales and contexts in which these dictionaries were created differ from each other. For

example, the Ksiazek et al.’s dictionaries are built to measure user comments on news platforms and

social media, meanwhile LIWC-22 and Hatebasewordlists cover a wide range of texts sourced from on-

line and offline texts. Distinctly, GoogleWDYL censored words are not scientifically validated, meaning

that whether a word is considered “bad” is based on Google’s judgment.

C.2 Traditional Supervised Machine-Learning

We used various kinds of traditional supervisedmachine learning (SML) to train and build specific clas-

sifiers for each of the debate quality concepts using the manually coded data. In this context, our ap-

proach involves using models that leverage bag-of-words representations, which can either be count-

based or tf-idf-based.

We used an 80:20 train-test split. Since the sample was highly imbalanced for some concepts (e.g.,

20.83%of the samplewas coded as 1 in the rationality dimension, and 14.88%were coded as Conserva-

tive in the diversity dimension), the resample function in the sklearn packagewas used to undersample

themajority class to generate amore balanced training set.12 The evaluationmetrics are calculated on

the untouched, fully random, test set.

When training the classifiers towards the best model performance on the training set, eight mod-

els were estimated for each variable: two vectorizers (Count and tf-idf) × four classifiers (Multinomial

Naïve Bayes, Logistic Regression, SVC with a radial (“rbf”) kernel, and SVC with linear kernel). Each

model was further tuned bymodifying (1) the number of words consideredwhen tokenizing a sentence

(ngram_range); (2) the range of word frequency (max_df andmin_df), and (3) the standard for regular-

ization that aims to avoid over-fitting in the classifier (classifier_C).

We then needed to select the best-performing traditional supervised machine-learning (SML) clas-

sifiers for each variable. A 5-fold cross-validation with grid search was then conducted for each tuning.

After finding the best parameterwith the functionGridSearchCV of eachmodel (8models × 5 variables),

the model was validated with a corresponding validation set and its classification scores were saved.

Table 25 shows the performance of the best parameter settings for each model on each variable in the

test set in terms ofmacro F1, thus across classes, to enable easier comparisonwith the results reported

in the main manuscript. Within each variable, the model with the highest F1 score of the label 1 (the

positive class: a variable was present) among the 8models was selected as the best SMLmodel for the

results section of the main manuscript. Table 26 lists the models that performed best per concept in
12We also tried Imblearn for the re-sampling, but this was eventually dropped—and will not be further discussed in this

manuscript—since it performed not better than machine-learning without re-sampling and worse than resample function in
sklearn. This indicates that Imblearn, given its numeric nature, might not be able to fit textual data well.
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terms of F1 score on this positive class along with their performance in this class on the test set.

C.3 Fine-Tuned Transformer Model

In addition to training classifiers using the above-mentioned traditional techniques, we explore the po-

tential of using transformer-basedmodels in our classification pipeline using Python’s PyTorch library.

Here, we use the uncased version of the English-language BERT model (bert-base-uncased) and fine-

tune it for our classification tasks. During this fine-tuning process, themodel’s parameters are updated

to better suit the specific task at hand.

To address the issue of strong class imbalance, we have implemented a WeightedLossTrainer class

during the training phase to account for disparities in class representation. Additionally, and for most

concepts, optimize training based on the F1 score of the minority class during training. For incivility

and liberal, this strategy proved insufficient. Here, we used a down-sampling strategy for the major-

ity classes in the training dataset and subsequently optimized training on a weighted F1 score. We

performed hyperparameter tuning, including exploring a range of learning rates and batch sizes. We

assessed the model’s performance using macro F1 scores and minority class F1 scores on the training

set.

C.4 Generative AI

Since running GLLMs locally is computationally heavy, we focused on two specific model families for

this project: OpenAI’s GPT and Meta’s Llama. We chose state-of-the-art variants of these models. For

Meta we used the latest large model, Llama3.1, more specifically we used the llama3.1:70b-instruct-

q6_K-variant (hereafter Llama3.1:70b). For comparison, we also used the smaller version llama3.1:8b-

instruct-q6_K (hereafter Llama3.1:8b). From OpenAI we choose the two most recent and advanced

models available through the Azure OpenAI API: GPT4o (the one released on 2024-08-06) and GPT4-

Turbo (the one released on 2024-04-09).

We compared the effect of using different prompts. Since running classifications on (large) gen-

erative AI models is computationally expensive, and for the case of OpenAI is also financially costly,

we tested the effects of different prompts in Llama3.1:70b. For the instruction, or prompt, given to

Llama3.1, we first followed the codebook nearly verbatim, often only adding small label specifications

(i.e. “not present (1)”) to help the model classify the data in the correct classes. For some items, the

wording of the codebook appeared to confuse the model, which resulted in high numbers of missing

values. In these cases, we asked OpenAI’s GPT4o to reformulate the prompt to make it better inter-
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pretable for GLLMs. All prompts were checked manually to contain the same information and exam-

ples as the codebook. The only changes were in the structuring and wording of the instructions. This

procedure resulted in a large number of long prompts since incivility and rationality weremeasured by

multiple indicators.

However, long prompts are often not optimal for GLLM performance and running them is computa-

tionally costly since you need to process many runs (one for each prompt-and-comment combination)

of many tokens (i.e. many words in each prompt) (Törnberg, 2024a). Therefore we also considered a

simpler approach. This simpler approach would be the most likely one a researcher without our code-

book would use: short concise single prompts per concept rather than indicator.

To test the effect of model size and family, we ran these simple prompts with GPT4o, GPT4-Turbo

and the smaller Llama3.1:8b. At the time of writing GPT4o and GPT4-Turbo are the twomost advanced

OpenAI models available via the Azure OpenAI service (Microsoft, 2024b). We followed advice by Törn-

berg (2024a) anduseda low-temperature setting in combinationwitha seed to improve the replicability

of our results, although the creative nature of GLLMs makes perfect replicability impossible. All Llama

classifications were run on a server hosted by the University Trier which utilizes four NVIDIA L40S cards

with 192 GB of video memory, two Intel(R) Xeon(R) Silver 4310 CPU @ 2.10GHz with 48 threads, and

256 GB RAM capacity. We used the default model parameters, except for temperature and seed which

were set at 0.1 and 42 respectively (see Morgan & Chiang, n.d.). We used the Microsoft Azure OpenAI

service to run the classifications for GPT4o and GPT4-Turbo setting the parameters to default, except

for temperature (0) and seed (42). To make sure no data is shared with any third parties the University

of Amsterdam (UvA) opted out of abuse monitoring and content logging in addition to the guarantees

offered by Microsoft that no data is shared with third parties (Microsoft, 2024a).

Appendix D below shows that Llama3.1:70b attained the best minority class F1 scores for three (ra-

tionality, incivility and interactivity) out of our four concepts on the training set. The differences were

at times substantial, like for rationality where Llama3.1:70b had a minority F1 of 0.46 versus only 0.30

(GPT4o) and 0.24 (GPT4-Turbo). Llama3.1:70b also reached higher F1 macro scores for rationality and

interactivity thanGPT4oandGPT4-Turbo. For thevariableswhereGPT4oorGPT4-Turbodidoutperform

Llama3.1 differences were marginal. For diversity, GPT4o had a slightly higher minority F1 for both lib-

eral 0.67 and conservative 0.67 versus 0.65 and 0.64 respectively for Llama3.1:70b. Likewise, GPT4ohad

slightly better F1 macro scores for this concept (liberal: 0.79 vs 0.77; conservative 0.80 vs 0.78), while

GPT4-Turbo beat it marginally for F1 macro on incivility (0.78 vs 0.75). Llama3.1:70b thus performed

comparable or better than theOpenAImodels (see Appendix D for full results of all models on the train-

ing set). Based on this performance and the financial and ethical considerationsmentioned above, the
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results for Llama3.1:70b are presented in the main results section.

Note that our main conclusions and recommendations hold regardless of whether we had selected

the best model per group on macro F1 or minority class F1. Code and all full prompts are available on

github 13. The wording of the prompts used for the main analysis, i.e. the simple prompts per concept

are listed in Table 27.

13https://github.com/cl-trier/TWON-Exploration
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Table 25: Performance of different supervised machine-learning (SML) classifiers for each variable
based on the test set in macro average F1, Precision, Recall and Accuracy.

Variable Vectorizer Classifier F1 score Precision Recall Accuracy

Interactivity

Count

Multinomial NB 0.514 0.611 0.620 0.515
Logistic Regression 0.614 0.625 0.655 0.640

SVC(”rbf”) 0.607 0.619 0.648 0.631
SVC(”linear”) 0.564 0.589 0.611 0.583

TfIdf

Multinomial NB 0.551 0.635 0.652 0.554
Logistic Regression 0.623 0.651 0.688 0.636

SVC(”rbf”) 0.621 0.649 0.686 0.635
SVC(”linear”) 0.625 0.651 0.688 0.640

Liberal

Count

Multinomial NB 0.405 0.572 0.595 0.410
Logistic Regression 0.616 0.617 0.682 0.697

SVC(”rbf”) 0.601 0.613 0.684 0.669
SVC(”linear”) 0.611 0.614 0.680 0.690

TfIdf

Multinomial NB 0.395 0.576 0.597 0.398
Logistic Regression 0.544 0.592 0.654 0.589

SVC(”rbf”) 0.532 0.589 0.650 0.572
SVC(”linear”) 0.544 0.589 0.650 0.591

Conservative

Count

Multinomial NB 0.392 0.570 0.614 0.404
Logistic Regression 0.557 0.571 0.631 0.665

SVC(”rbf”) 0.528 0.555 0.606 0.627
SVC(”linear”) 0.543 0.564 0.621 0.647

TfIdf

Multinomial NB 0.401 0.558 0.600 0.418
Logistic Regression 0.511 0.573 0.647 0.572

SVC(”rbf”) 0.505 0.571 0.641 0.563
SVC(”linear”) 0.514 0.571 0.643 0.578

Rationality

Count

Multinomial NB 0.316 0.599 0.573 0.318
Logistic Regression 0.626 0.621 0.672 0.710

SVC(”rbf”) 0.670 0.657 0.718 0.750
SVC(”linear”) 0.661 0.649 0.700 0.750

TfIdf

Multinomial NB 0.384 0.605 0.608 0.384
Logistic Regression 0.570 0.609 0.675 0.612

SVC(”rbf”) 0.581 0.614 0.683 0.625
SVC(”linear”) 0.579 0.613 0.682 0.622

Incivility

Count

Multinomial NB 0.563 0.661 0.609 0.592
Logistic Regression 0.683 0.683 0.683 0.684

SVC(”rbf”) 0.660 0.660 0.660 0.661
SVC(”linear”) 0.657 0.657 0.657 0.658

TfIdf

Multinomial NB 0.561 0.656 0.606 0.590
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Table 25: (continued)

Variable Vectorizer Classifier F1 score Precision Recall Accuracy

Logistic Regression 0.644 0.663 0.654 0.647
SVC(”rbf”) 0.657 0.674 0.666 0.660

SVC(”linear”) 0.646 0.662 0.655 0.648

Table 26: The best traditional supervised machine-learning (SML) classifiers for each variable on the
positive class (i.e. variable is present) on the test set and their performance on these metrics.

Variable Original ratio Vectorizer Classifier F1 Recall Precision Accuracy

Interactivity .28 TfIdf Logistic Regression .55 .80 .42 .64
Liberal .18 Count Logistic Regression .45 .66 .33 .70
Conservative .15 TfIdf Logistic Regression .34 .75 .22 .57
Rationality .20 Count SVC(”rbf”) .51 .66 .41 .75
Incivility .47 TfIdf SVC(”rbf”) .69 .79 .61 .66

Table 27: Prompt wording simple prompts.

variable instructions

interactivity Does this comment acknowledge or respond to another user’s comment? In-

structions: Code Yes (1) if the comment shows agreement or disagreement

with a specific user’s statement, often signaled by a username or phrases like

‘Yes,’ ‘No,’ or ‘I agree.’ Code No (0) if it lacks a clear acknowledgment or is

only an insult. Respond with only the predicted class (0 or 1) of the request.

Text: {text} Class: ”0”: ”No”, ”1”: ”Yes”

diversity Classify the following message as ideologically liberal (0), ideologically neu-

tral (1), or ideologically conservative (2). Ideology here is defined in the con-

text of the US political system. Messageswith no ideological content are clas-

sified as neutral. Respond with only the predicted class (0 or 1 or 2) of the

request. Text: {text} Class: ”0”: ”liberal”, ”1”: ”neutral”, ”2”: ”conservative”

rationality Does this comment provide rational analysis? Instructions: Code Yes (1) if the

comment includes: Context or background, Evidence (facts, sources, author-

ities), Reasoning or structured argument. Code No (0) if these are absent. Re-

spond with only the predicted class (0 or 1) of the request. Text: {text} Class:

”0”: ”No”, ”1”: ”Yes”
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Table 27: (continued)

variable instructions

incivility Does this comment display incivility? Instructions: Code Yes (1) if the com-

ment includesname-calling, insults, inflammatory language, sarcasm, shout-

ing (ALL CAPS), vulgarity, discrimination, threats, or restrictions on rights.

Code No (0) if none of these are present. Respond with only the predicted

class (0 or 1) of the request. Text: {text} Class: ”0”: ”No”, ”1”: ”Yes”

D Individual classificationresultsofdifferentGenerativeAIprompts

andmodels on the training set

Table28: Precision, Recall andF1 scoreof simple, shortprompts in Llama3.1:8bagainstmanually coded
comments in the training set.

Precision Recall F1 score N

Diversity: Liberal
0 (No) .88 .92 .90 2440
1 (Yes) .64 .51 .57 649
Accuracy .84
Macro average .76 .72 .73 3089

Diversity: Conservative
0 (No) .92 .81 .86 2611
1 (Yes) .37 .60 .46 478
Accuracy .78
Macro average .64 .71 .66 3089

Rationality
0 (No) .84 .98 .91 2541
1 (Yes) .66 .15 .24 548
Accuracy .83
Macro average .75 .56 .57 3089

Incivility
0 (No) .65 .93 .77 1567
1 (Yes) .87 .50 .63 1522
Accuracy .72
Macro average .76 .71 .70 3089

Interactivity
0 (No) .83 .63 .71 2297
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Table 28: (continued)

Precision Recall F1 score N

1 (Yes) .36 .62 .46 792
Accuracy .63
Macro average .60 .62 .59 3089

Table 29: Precision, Recall and F1 score of simple, short prompts in Llama3.1:70b against manually
coded comments in the training set.

Precision Recall F1 score N

Diversity: Liberal
0 (No) .93 .85 .89 2440
1 (Yes) .57 .77 .65 649
Accuracy .83
Macro average .75 .81 .77 3089

Diversity: Conservative
0 (No) .95 .90 .92 2611
1 (Yes) .57 .73 .64 478
Accuracy .87
Macro average .76 .81 .78 3089

Rationality
0 (No) .87 .96 .92 2541
1 (Yes) .66 .36 .46 548
Accuracy .85
Macro average .77 .66 .69 3089

Incivility
0 (No) .85 .62 .72 1567
1 (Yes) .69 .89 .78 1522
Accuracy .75
Macro average .77 .75 .75 3089

Interactivity
0 (No) .87 .71 .78 2297
1 (Yes) .45 .70 .55 792
Accuracy .70
Macro average .66 .70 .66 3089
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Table 30: Precision, Recall and F1 score of near-verbatim codebook-based prompts in Llama3.1:70b
aggregated similarly to themanually coded concepts againstmanually coded comments in the training
set.

Precision Recall F1 score N

Diversity: Liberal
0 (No) .89 .90 .89 2440
1 (Yes) .60 .59 .60 649
Accuracy .83
Macro average .75 .74 .75 3089

Diversity: Conservative
0 (No) .96 .77 .86 2611
1 (Yes) .40 .83 .54 478
Accuracy .78
Macro average .68 .80 .70 3089

Rationality
0 (No) .97 .57 .72 2541
1 (Yes) .32 .93 .47 548
Accuracy .64
Macro average .75 .56 .57 3089

Incivility
0 (No) .90 .47 .62 1567
1 (Yes) .63 .94 .76 1522
Accuracy .70
Macro average .77 .71 .69 3089

Interactivity
0 (No) .85 .71 .77 2297
1 (Yes) .42 .62 .50 792
Accuracy .69
Macro average .63 .67 .64 3089

Table 31: Precision, Recall and F1 score of simple, short prompts in GPT4o against manually coded
comments in the training set

Precision Recall F1 score N

Diversity: Liberal
0 (No) .91 .93 .92 2440
1 (Yes) .71 .63 .67 649
Accuracy .89
Macro average .81 .78 .79 3089

Diversity: Conservative
0 (No) .94 .93 .94 2611
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Table 31: (continued)

Precision Recall F1 score N

1 (Yes) .64 .70 .67 478
Accuracy .88
Macro average .79 .82 .80 3089

Rationality
0 (No) .85 .99 .91 2541
1 (Yes) .80 .19 .30 548
Accuracy .85
Macro average .82 .59 .61 3089

Incivility
0 (No) .68 .90 .78 1567
1 (Yes) .85 .57 .68 1522
Accuracy .74
Macro average .77 .74 .73 3089

Interactivity
0 (No) .81 .77 .79 2297
1 (Yes) .42 .48 .44 792
Accuracy .69
Macro average .61 .62 .62 3089

Table 32: Precision, Recall and F1 score of simple, short prompts inGPT4-Turboagainstmanually coded
comments in the training set.

Precision Recall F1-score N

Diversity: Liberal
0 (No) .92 .88 .90 2440
1 (Yes) .61 .71 .65 649
Accuracy .84
Macro average .76 .79 .78 3089

Diversity: Conservative
0 (No) .94 .92 .93 2611
1 (Yes) .60 .66 .63 478
Accuracy .88
Macro average .77 .79 .78 3089

Rationality
0 (No) .84 .99 .91 2541
1 (Yes) .84 .14 .24 548
Accuracy .84
Macro average .84 .57 .57 3089
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Table 32: (continued)

Precision Recall F1-score N

Incivility
0 (No) .74 .87 .80 1567
1 (Yes) .83 .69 .75 1522
Accuracy .78
Macro average .79 .78 .78 3089

Interactivity
0 (No) .83 .79 .81 2297
1 (Yes) .46 .53 .49 792
Accuracy .72
Macro average .65 .66 .65 3089

E Individual classificationresultsofdifferent rule-basedmeasures

Table 33: Precision, Recall and F1 score of rule-based diversitymeasures againstmanually coded diver-
sity scores (Liberal)

Precision Recall F1 score N

MFD 1.0 (Liberal)
0 (Non-liberal) .82 .84 .83 633
1 (Liberal) .19 .17 .18 140
Accuracy .72
Macro average .50 .50 .50 773

MFD 2.0 (Liberal)
0 (Non-liberal) .83 .71 .77 633
1 (Liberal) .22 .36 .27 140
Accuracy .65
Macro average .52 .53 .52 773

eMFD (Liberal)
0 (Non-liberal) .82 .46 .59 633
1 (Liberal) .19 .56 .28 140
Accuracy .48
Macro average .51 .51 .43 773
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Table 34: Precision, Recall and F1 score of rule-based diversitymeasures againstmanually coded diver-
sity scores (Conservative)

Precision Recall F1 score N

MFD 1.0 (Conservative)
0 (Non-conservative) .86 .86 .86 660
1 (Conservative) .19 .20 .19 113
Accuracy .76
Macro average .53 .53 .53 773

MFD 2.0 (Conservative)
0 (Non-conservative) .88 .66 .75 660
1 (Conservative) .19 .49 .28 113
Accuracy .63
Macro average .54 .57 .51 773

eMFD (Conservative)
0 (Non-conservative) .84 .67 .74 660
1 (Conservative) .12 .26 .16 113
Accuracy .60
Macro average .48 .46 .45 773

Table 35: Precision, Recall and F1 score of rule-based rationality measures against manually coded ra-
tionality score

Precision Recall F1 score N

FK-score
0 (Irrational) .84 .59 .69 624
1 (Rational) .24 .53 .33 149
Accuracy .58
Macro average .54 .56 .51 773

Language formality
0 (Irrational) .77 .68 .72 624
1 (Rational) .11 .17 .13 149
Accuracy .58
Macro average .44 .42 .43 773

Integrative Complexity
0 (Irrational) .78 .57 .66 624
1 (Rational) .16 .35 .22 149
Accuracy .53
Macro average .47 .46 .44 773
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Table 36: Precision, Recall and F1 score of rule-based incivility measures against manually coded gen-
eral incivility

Precision Recall F1 score N

Ksiazek’s hostility dictionary
0 (Civil) .65 .86 .74 408
1 (Uncivil) .76 .49 .59 365
Accuracy .68
Macro average .71 .67 .67 773

Ksiazek’s civility dictionary (reverse code)
0 (Civil) .50 .62 .56 408
1 (Uncivil) .43 .31 .36 365
Accuracy .48
Macro average .46 .47 .46 773

Google What Do You Love Offensive Wordlist
0 (Civil) .57 .98 .72 408
1 (Uncivil) .87 .17 .28 365
Accuracy .60
Macro average .72 .57 .50 773

Muddiman’s incivility dictionary
0 (Civil) .56 .99 .71 408
1 (Uncivil) .94 .12 .21 365
Accuracy .58
Macro average .75 .56 .46 773

LIWC-22 ‘simple swear’
0 (Civil) .58 .98 .73 408
1 (Uncivil) .89 .19 .32 365
Accuracy .61
Macro average .73 .58 .52 773

Hatebase wordlist
0 (Civil) .55 .96 .70 408
1 (Uncivil) .72 .11 .19 365
Accuracy .56
Macro average .63 .54 .45 773
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